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1. Introduction

Differential equations with fractional order appear frequently in applications as the
mathematical modeling of natural phenomena in the fields of sciences and engineering including
fluid flow, economics, electrical networks, and etc. (see [1–5]). In fact, most of these equations are
more accurate for the description of the property of phenomena, as compared with the corresponding
integer-order models. Therefore, the study of such equations has attracted a great deal of attention of
researchers that we refer to the monographs such as Miller and Ross [6], Podlubny [7], Kilbas et al.
[8], Diethelm [9], and some articles [10,11].

The concept of the existence theory of solutions for fractional functional differential equations
with infinite delay is increasing as a necessary district of scholarships [12–17]. There are some papers
dealing with this issue by using some techniques such as, fixed point theorems, the Leray-Schauder
theory, method of steps, lower and upper solutions method and etc. [12,15–21]. In 2008, Benchohra
et al. [19], investigated the existence of solutions for the following Riemann-Liouville fractional order
functional differential equations with infinite delay using the Leray-Schauder fixed point theorem.{

Dαx(t) = f (t, xt), for t ∈ J = [0, T], 0 < α ≤ 1,
x(t) = φ(t), t ∈ (−∞, 0],

(1)

and {
Dα(x(t)− g(t, xt)) = f (t, xt), t ∈ J = [0, T],
x(t) = φ(t), t ∈ (−∞, 0].

(2)

Also, Agarwal et al., studied the initial value problem of fractional neutral Caputo fractional
derivative {

cDα(x(t)− g(t, xt)) = f (t, xt), for t ∈ J = [0, T], 0 < α ≤ 1,
x0 = φ ∈ B,

(3)

and established the existence results of solution of this problem by using Krasnoselskii’s fixed point
theorem [12]. Ren et al. [23], by utilizing the Banach fixed point theorem, the Leray-Schauder fixed
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point theorem and the Krasnoselskii fixed point theorem, discussed the existence and uniqueness of
mild solutions in α-norm to the following semilinear integro-differential evolution equations:{

cDαx(t) = Ax(t) + f (t, xt,
∫ t

0 a(t, s, xs)ds), for t ∈ J = [0, T], 0 < α ≤ 1,
x(t) = φ(t), t ∈ (−∞, 0],

where A is the infinitesimal generator of a compact semigroup. Recently, Xie [24] and
Dabas and Chauhan [25], analyzed the existence and uniqueness results for impulsive fractional
integro-differential evolution equations with infinite delay, by means of Monch fixed point theorem
and Kuratowski measure of noncompactness, respectively.

To close the gap, motivated and inspired by the works above, in this paper we investigate the
existence of solutions for the following fractional neutral functional integral-differential equation:{

cDα(x(t)− g(t, xt)) = f (t, xt, Kx(t)), for t ∈ J = [0, T], 0 < α ≤ 1,
x0 = φ ∈ B,

(4)

which is equipped with the new suitable conditions on functions f , g. Where cDα denotes the Caputo
fractional derivative, f : [0, T]× B×R→ R and g : [0, T]× B→ R, are continuous functions, also B is
a phase space of mapping (−∞, 0] into R which will be explained in Section 2. For x : (−∞, T] → R,
we define xt(θ) = x(t + θ) for t ∈ [0, T] and −∞ < θ ≤ 0, as well as for k : [0, T]× [0, T]→ [0, ∞), we
denote

Kx(t) =
∫ t

0
k(t, s)x(s)ds,

with k0 = sup0≤t≤T

∣∣∣∫ t
0 k(t, s)ds

∣∣∣. The main tools used in this paper are Banach fixed point theorem
and the Krasnoselskii’s fixed point theorem.

This paper is organized as follows. In Section 2, we provide some required notation and basic
concepts. In Section 3, the existence of solutions for problem (4) is analyzed under the Banach fixed
point theorem and the Krasnoselskii’s fixed point theorem. As a last point, an application is given in
Section 4 to illustrate our theoretical results.

2. Preliminaries

In this section, we introduce some primary components, definitions and notations from the
fractional calculus and the phase space which are used in the sequel [7].

We consider C(J,R) as a Banach space of all continuous functions from J into R with the norm

‖x‖ := sup
0≤t≤T

|x(t)| ,

where |.| denotes a suitable complete norm on R. Also, L1(J,R) denotes the Banach space of
measurable functions from J into R, which are Lebesgue integrable with the norm

‖x‖L1 :=
∫

J
|x(t)| dt.

The fractional integral of order α > 0 of a function x ∈ L1(J,R) is defined as

Iαx(t) =
1

Γ(α)

∫ t

0
(t− s)α−1x(s)ds,

where Γ(.) is the Gamma function.
Let n− 1 < α ≤ n, the α-th Caputo derivative of x ∈ C(J,R) is defined as

cDαx(t) =
1

Γ(n− α)

∫ t

0
(t− s)n−α−1x(n)(s)ds.
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In this paper, to describe fractional neutral functional integro-differential equations with infinite
delay, we assume an evident definition of the phase space (B, ‖.‖B) such that is a seminormed linear
space of functions mapping (−∞, 0] into R and satisfies in the following fundamental axioms [19,26]:
(A): for every x : (−∞, T]→ R with x0 ∈ B and t ∈ [0, T], the following conditions hold:

(i) xt ∈ B

(ii) ‖xt‖B ≤ N(t) sup
0≤s≤t

|x(s)|+ M(t) ‖x0‖B

(iii) |x(t)| ≤ h ‖xt‖B ,

where h ≥ 0 is a constant, N ∈ C([0, T], [0, ∞)), M : [0, T] → [0, ∞) is locally bounded and h, N and
M are independent of x(.).
(A− 1): For x(.) satisfies in (A), xt ∈ C([0, T], B).
(A− 2): The space B is complete.

Furthermore, the following notations are used in this paper,

nT = sup
0≤t≤T

|N(t)| , mT = sup
0≤t≤T

|M(t)| . (5)

and

Ω =
{

x : (−∞, T]→ R, x|(−∞,0] ∈ B, x|[0,T] is continuous
}

.

3. Main result

In this section, we study the existence of solutions Eq. (4), to demonstrate our results. we list the
following assumptions:
(H1): Let f : J × B × R → R be a continuous function and for each (t, xt, Kx(t)), (t, yt, Ky(t)) ∈
J × B×R, there exist Li(t) ∈ C([0, T], [0, ∞)), i = 1, 2, such that

‖ f (t, xt, Kx(t))− f (t, yt, Ky(t))‖ ≤ L1(t) ‖xt − yt‖B + L2(t) ‖Kx− Ky‖ .

(H2): Let g : J × B → R be a continuous function and for each (t, xt), (t, yt) ∈ J × B, there exist
L3(t) ∈ C([0, T], [0, ∞)), such that

‖g(t, xt)− g(t, yt)‖ ≤ L3(t) ‖xt − yt‖B ,

also, for ‖L3(t)‖ = γ1, we assume γ1nT < 1.
(H3): The constants Iα

L > 0 and λ1 < 1 are determined by

Iα
L = max{ sup

0≤t≤T
|IαLi(t)|, i = 1, 2},

λ1 = [γ1nT + (k0 + nT)Iα
L ] .

A function x ∈ Ω is a solution of problem (4) with initial condition x0 = φ ∈ B, if x satisfies in
the following integral equation

x(t) = φ(0)− g(0, φ) + g(t, xt)

+ 1
Γ(α)

∫ t
0 (t− s)α−1 f (s, xs, Kx(s))ds, t ∈ [0, T],

x0 = φ.
(6)

Proof. Assume that x is a solution of (4), therefore, for each t ∈ J, we have
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cDα(x(t)− g(t, xt)) = f (t, xt, Kx(t)).

Applying the Riemann-Liouville fractional integral operator on both sides, we obtain

x(t)− g(t, xt) + c1 =
1

Γ(α)

∫ t

0
(t− s)α−1 f (s, xs, Kx(s))ds.

Using the initial condition, we get

c1 = −φ(0) + g(0, φ).

Thus

x(t) = φ(0)− g(0, φ) + g(t, xt) +
1

Γ(α)

∫ t

0
(t− s)α−1 f (s, xs, Kx(s))ds.

and x is a solution of the integral equation (6).

Assume that the hypotheses (H1)− (H3) are satisfied. Therefore, the problem (4) has a unique
solution.

Proof. Firstly, in order to prove this theorem, we need to transform problem (4) into a fixed point
problem. Therefore, from the Lemma 1, consider the operator Λ : Ω→ Ω defined as

Λx(t) =


φ(0)− g(0, φ) + g(t, xt)

+ 1
Γ(α)

∫ t
0 (t− s)α−1 f (s, xs, Kx(s))ds, t ∈ [0, T],

φ(t), t ∈ (−∞, 0].

Also, we define ϕ(.) : (−∞, T]→ R by

ϕ(t) =

{
φ(0), t ∈ [0, T],
φ(t), t ∈ (−∞, 0],

(7)

thus ϕ(t) ∈ Ω and ϕ0 = φ. Let x(t) = y(t) + ϕ(t), which implies xt = yt + ϕt, for each t ∈ [0, T].
It is evident that x satisfies in Eq. (6) if and only if y0 = 0 and also, the function y(.) satisfies in the
following equation,

y(t) = −g(0, φ) + g(t, yt + ϕt) +
1

Γ(α)

∫ t

0
(t− s)α−1 f (s, ys + ϕs, K(y + ϕ)(s))ds. (8)

Set

B̃ = {y ∈ Ω : y0 = 0} ,

and let ‖.‖B̃ be the seminorm in B̃ defined by

‖y‖B̃ = ‖y0‖B + sup
0≤t≤T

|y(t)| = ‖y‖ ,

thus, (B̃, ‖.‖B̃) is a Banach space. We define the operator Λ̃ : B̃→ B̃ as follows

Λ̃y(t) =


−g(0, φ) + g(t, yt + ϕt)

+ 1
Γ(α)

∫ t
0 (t− s)α−1 f (s, ys + ϕs, K(y + ϕ)(s))ds, t ∈ [0, T],

0, t ∈ (−∞, 0].
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It is clear that the operator Λ̃ has a fixed point if and only if Λ has a fixed point. So, our aim is to
show that the operator Λ̃ has a fixed point.
From the assumption (A− ii), we get the following estimate,

‖ϕt‖B ≤ N(t) sup
0≤s≤t

|ϕ(s)|+ M(t) ‖ϕ0‖B

≤ nT |φ(0)|+ mT ‖φ‖B = η.

On the other hand, since the functions f , g are continuous and ‖ϕt‖B ≤ η, therefore, there exist the
constants γ2, γ3, such that

γ2 = ‖ f (s, ϕs, Kϕ(s))‖ , γ3 = ‖g(s, ϕs)‖ .

Choosing

R1 ≥
γ2Tα

Γ(α + 1)
+ γ3 + ‖g(0, φ)‖+ [γ1nT + (k0 + nT)Iα

L ]R1,

and considering the set DR1 =
{

y ∈ B̃ : ‖y‖ ≤ R1

}
, clearly DR1 is a closed, bounded and convex set

of B̃.
For every y ∈ DR1 , by means of (H1), (H2), (A− ii) and triangle inequality, we get

‖ f (s, ys + ϕs, K(y + ϕ)(s))‖
≤ ‖ f (s, ys + ϕs, K(y + ϕ)(s))− f (s, ϕs, Kϕ(s))‖

+ ‖ f (s, ϕs, Kϕ(s))‖
≤ L1(s) ‖ys‖B + L2(s) ‖Ky‖+ γ2

≤ L1(s)nT sup
0≤η≤s

|y(η)|+ L2(s)k0 ‖y‖+ γ2

≤ [nT L1(s) + k0L2(s)]R1 + γ2, (9)

and

‖g(s, ys + ϕs)‖ ≤ ‖g(s, ys + ϕs)− g(s, ϕs)‖+ ‖g(s, ϕs)‖
≤ L3(s) ‖ys‖B + γ3 ≤ γ1nT R1 + γ3. (10)

Now, we show that Λ̃(DR1) ⊆ DR1 . Recalling (H3), (9) and (10), we get

∥∥∥Λ̃y
∥∥∥ ≤ γ1nT R1 + γ3 + ‖g(0, φ)‖

+

∥∥∥∥ 1
Γ(α)

∫ t

0
(t− s)α−1([nT L1(s) + k0L2(s)]R1 + γ2

)
ds
∥∥∥∥

≤ γ2Tα

Γ(α + 1)
+ γ3 + ‖g(0, φ)‖+ [γ1nT + (k0 + nT)Iα

L ]R1 ≤ R1,

thus,
∥∥∥Λ̃y

∥∥∥
B̃
≤ R1.

Next, we shall show that Λ̃ is a contraction mspping. For u(t), v(t) ∈ DR1 and t ∈ [0, T], we
obtain
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∥∥∥Λ̃u− Λ̃v
∥∥∥

≤ ‖g(t, ut + ϕt)− g(t, vt + ϕt)‖+
∥∥∥∥ 1

Γ(α)

∫ t

0
(t− s)α−1

‖ f (s, us + ϕs, K(u + ϕ)(s))− f (s, vs + ϕs, K(v + ϕ)(s))‖ ds
∥∥∥∥

≤ L3(t) ‖ut − vt‖B +

∥∥∥∥ 1
Γ(α)

∫ t

0
(t− s)α−1

[
L1(s) ‖us − vs‖B + L2(s) ‖Ku− Kv‖

]
ds
∥∥∥∥

≤ γ1nT ‖u− v‖+
∥∥∥∥∥ 1

Γ(α)

∫ t

0
(t− s)α−1

[
L1(s)nT sup

0≤η≤s
|u(η)− v(η)|

+L2(s)k0 ‖u− v‖
]

ds
∥∥∥∥

≤
[
γ1nT + (k0 + nT)Iα

L
]
‖u− v‖ = λ1 ‖u− v‖B̃ .

Therefore, ∥∥∥Λ̃u− Λ̃v
∥∥∥

B̃
≤ λ1 ‖u− v‖B̃ ,

where λ1 is given in (H3). Finally, we deduce Λ has a unique fixed point by means of the contraction
mapping principle.

Utilize of fixed point theorems is a suitable tool for proving the existence and uniqueness of
different equations (for instance see [15,16,27,28] and the references therein). For this purpose, in the
following we will use of the Krasnoselskii fixed point theorem.

(Krasnoselskii’s Fixed Point Theorem [12,29]). Let X be a Banach space, E be a bounded closed
convex subset of X, and let S, U be maps of E into X such that Sx + Uy ∈ E for every pair x, y ∈ E. If
S is a contraction and U is completely continuous, then the equation

Sx + Ux = x,

has at least one solution on E.
Now, we present the subsequent assumptions:

(H4): Let f : J × B×R→ R be the continuous function and for each (t, xt, Kx(t)) ∈ J × B×R, there
exist Pi(t) ∈ C([0, T], [0, ∞)), i = 1, 2, such that,

‖ f (t, xt, Kx(t)‖ ≤ P1(t) ‖xt‖B + P2(t) ‖Kx(t)‖ .

(H5): The constant Iα
P > 0 is determined by

Iα
P = max{ sup

0≤t≤T
|IαPi(t)|, i = 1, 2}.

Assume that the hypotheses (H2) and (H4) − (H5) are satisfied. Then, the problem (4) has at
least one solution.

Proof. Choosing
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R2 ≥ γ1nT R2 + γ3 + ‖g(0, φ)‖
+ [nT R2 + mT ‖φ‖B + nT |φ(0)|+ k0(R2 + |φ(0)|)] Iα

P.

We define the set DR2 =
{

y ∈ B̃ : ‖y‖B̃ ≤ R2

}
, so DR2 is a closed, bounded and convex set of Banach

space B̃. Also, we consider operators Λ̃1 and Λ̃2 on DR2 as

Λ̃1y(t) =

{
−g(0, φ) + g(t, yt + ϕt), t ∈ [0, T],
0, t ∈ (−∞, 0],

Λ̃2y(t) =

{
1

Γ(α)

∫ t
0 (t− s)α−1 f (s, ys + ϕs, K(y + ϕ)(s))ds, t ∈ [0, T],

0, t ∈ (−∞, 0].

Next, we are going to show that Λ̃1 + Λ̃2 has a fixed point in DR2 . Since the proof of the theorem
is long, we split it into several steps.
Step 1. Λ̃(DR2) ⊂ DR2 for some R2 > 0.

Let u(t), v(t) ∈ DR2 , by (H2), (H4) and (H5), we obtain

∥∥∥Λ̃1u + Λ̃2v
∥∥∥ ≤ ‖g(0, φ)‖+ ‖g(t, ϕt)‖+ ‖g(t, ut + ϕt)− g(t, ϕt)‖

+
1

Γ(α)

∥∥∥∥∫ t

0
(t− s)α−1 f (s, vs + ϕs, K(v + ϕ)(s))ds

∥∥∥∥
≤ γ1nT R2 + γ3 + ‖g(0, φ)‖+ 1

Γ(α)

∥∥∥∥∫ t

0
(t− s)α−1

[
P1(s) ‖vs + ϕs‖B + P2(s) ‖K(v + ϕ)‖

]
ds
∥∥∥∥

≤ γ1nT R2 + γ3 + ‖g(0, φ)‖
+ [nT R2 + mT ‖φ‖B + nT |φ(0)|+ k0(R2 + |φ(0)|)] Iα

P ≤ R2,

since

‖vs + ϕs‖B ≤ ‖vs‖B + ‖ϕs‖B ≤ nT R2 + mT ‖φ‖B + nT |φ(0)| = η∗,

and

‖K(v + ϕ)‖ ≤ k0 ‖v + ϕ‖ ≤ k0(R2 + |φ(0)|) = η∗∗,

thus,
∥∥∥Λ̃1u + Λ̃2v

∥∥∥
B̃
≤ R2.

Step 2. Λ̃1 is a contraction on DR2 .
For every u(t), v(t) ∈ DR2 and t ∈ [0, T], by means of (H2), we get

∥∥∥Λ̃1u− Λ̃1v
∥∥∥

B̃
=

∥∥∥Λ̃1u− Λ̃1v
∥∥∥ = ‖g(t, ut + ϕt)− g(t, vt + ϕt)‖

≤ L3(t) ‖ut − vt‖B ≤ γ1nT ‖u− v‖ = γ1nT ‖u− v‖B̃ ,

in view of 0 < γ1nT < 1, Λ̃1 is a contraction on DR2 .
Step 3. Λ̃2 is a completely continuous operator.

The continuity of f implies that the operator Λ̃2 is continuous, we show that Λ̃2 is uniformly
bounded on DR2 . Since
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∥∥∥Λ̃2v
∥∥∥

B̃
=
∥∥∥Λ̃2v

∥∥∥ =

∥∥∥∥ 1
Γ(α)

∫ t

0
(t− s)α−1 f (s, vs + ϕs, K(v + ϕ)(s))ds

∥∥∥∥
≤ (η∗ + η∗∗)Iα

P,

hence,
{

Λ̃2v(t) : v(t) ∈ DR2

}
is uniformly bounded.

Finally, we prove that
{

Λ̃2v(t) : v(t) ∈ DR2

}
is equicontinuous. For every 0 ≤ t1 ≤ t2 ≤ T, we

obtain

∣∣∣Λ̃2v(t2)− Λ̃2v(t1)
∣∣∣

≤ 1
Γ(α)

∫ t1

0
[(t2 − s)α−1 − (t1 − s)α−1] | f (s, vs + ϕs, K(v + ϕ)(s))| ds

+
1

Γ(α)

∫ t2

t1

(t2 − s)α−1 | f (s, vs + ϕs, K(v + ϕ)(s))| ds

≤ 1
Γ(α)

∫ t1

0
[(t2 − s)α−1 − (t1 − s)α−1]

[
P1(s) ‖vs + ϕs‖B

+P2(s) ‖K(v + ϕ)‖
]
ds +

1
Γ(α)

∫ t2

t1

(t2 − s)α−1[P1(s) ‖vs + ϕs‖B

+P2(s) ‖K(v + ϕ)‖
]
ds

≤
(
‖P1‖ η∗ + ‖P2‖

)
η∗∗

Γ(α)

[∫ t1

0
[(t2 − s)α−1 − (t1 − s)α−1] ds

+
∫ t2

t1

(t2 − s)α−1ds
]

=

(
‖P1‖ η∗ + ‖P2‖

)
η∗∗

Γ(α + 1)
[(t2 − t1)

α + tα
1 − tα

2 + (t2 − t1)
α]

≤
2
(
‖P1‖ η∗ + ‖P2‖

)
η∗∗

Γ(α + 1)
(t2 − t1)

α.

As t1 → t2 the right-hand side of the above inequality tends to zero. It means that{
Λ̃2v(t) : v(t) ∈ DR2

}
is equicontinuous. Also, the results of steps 1-3, together with the

Arzela-Ascoli theorem imply that Λ̃2 is a completely continuous operator. The conclusion of the
theorem holds by using the Krasnoselskii’s fixed point theorem.

4. Application

To illustrate the application of the obtained results, we consider the following example,

cD
1
2

[
x(t)− 1

8

∫ t

−∞
e2s−tx(s)ds

]
=

1
8

∫ t

−∞
te2(s−t)x(s)ds +

1
8

∫ t

0
sin(t− s)x(s)ds, t ∈ [0, 1],

x(t) = 1, t ∈ (−∞, 0], (11)

Let
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B =

{
φ : (−∞, 0]→ R,

∫ 0

−∞
h(s) ‖φ‖[s,0] ds < ∞

}
,

‖φ‖B =
∫ 0

−∞
h(s) ‖φ‖[s,0] ds,

where ‖φ‖[s,0] = supt∈[s,0] |φ(t)| and h : (−∞, 0] → (0, ∞) is a continuous function with l =∫ 0
−∞ h(s)ds < ∞. For phase space, we choose h(s) = e2s, s < 0, then l = 1

2 . Also, we give

g(t, φ) =
et

8

∫ 0

−∞
e2sφ(s)ds,

f (t, φ, Kx(t)) =
t
8

∫ 0

−∞
e2sφ(s)ds + Kx(t),

Kx(t) =
1
8

∫ t

0
sin(t− s)x(s)ds.

Hence, the equation (11) can be written in the abstract form of the equation (4). Now, for t ∈
[0, 1], φ1, φ2 ∈ B, and x1, x2 ∈ C([0, 1],R), we obtain

| f (t, φ1, Kx1(t))− f (t, φ2, Kx2(t))| ≤
∣∣∣∣ t
8

∫ 0

−∞
e2s (φ1(s)− φ2(s)) ds

∣∣∣∣+ ∣∣∣∣18
∫ t

0
sin(t− s)

×(x1(s)− x2(s))ds
∣∣∣∣

≤ t
8

∫ 0

−∞
e2s |φ1(s)− φ2(s)| ds

+

∣∣∣∣18
∫ t

0
sin(t− s)(x1(s)− x2(s))ds

∣∣∣∣
≤ t

8

∫ 0

−∞
e2s ‖φ1(s)− φ2(s)‖[s,0] ds +

1
8
|Kx1(t)− Kx2(t)|

= L1(t) ‖φ1 − φ2‖B + L2(t) |Kx1(t)− Kx2(t)| ,

and

|g(t, φ1)− g(t, φ2)| ≤
∣∣∣∣ et

8

∫ 0

−∞
e2s (φ1(s)− φ2(s)) ds

∣∣∣∣ ≤ et

8

∫ 0

−∞
e2s |φ1(s)− φ2(s)| ds

≤ et

8

∫ 0

−∞
e2s ‖φ1(s)− φ2(s)‖[s,0] ds = L3(t) ‖φ1 − φ2‖B ,

and

| f (t, φ1, Kx1(t))| ≤
∣∣∣∣ t
8

∫ 0

−∞
e2sφ1(s)ds

∣∣∣∣+ ∣∣∣∣18
∫ t

0
sin(t− s)x1(s)ds

∣∣∣∣
≤ P1(t) ‖φ1‖B + P2(t) |Kx1(t)| ,

where L1(t) = P1(t) = t
8 , L2(t) = P2(t) = 1

8 , L3(t) = et

8 . Furthermore, we get that nT = 1
2 , γ1 =

e
8 , k0 = 1, I

1
2
L = 1

8Γ( 3
2 )

and

λ1 =

[
γ1nT + (k0 + nT)I

1
2
L

]
< 1.
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Thus the conditions (H1)− (H5) are fulfilled. We realize that the equation (11) has a unique solution
on [0, 1].

5. Conclusion

In this paper, we discussed the existence results for a class of fractional neutral functional
integro-differential equations with time-dependent delay. Using the Banach fixed point theorem and
the Krasnoselskii’s fixed point theorem some results are presented. The new conditions are assumed
in our works which we can generalize for another problems in the future. To validate the obtained
theoretical results, we analyzed one example.
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