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Abstract: As public safety demands increase, there is a growing need for intelligent surveillance 

systems capable of detecting abnormal human behavior in real-world settings. Numerous detection 

techniques based on machine learning and deep learning models have been developed for abnormal 

behavior detection. Among these, unsupervised learning enables anomaly detection without labeled 

data by learning normal patterns and identifying deviations, making it a practical solution to address 

the shortage of abnormal data. This paper surveys and analyzes recent unsupervised learning 

techniques for detecting abnormal human behavior in surveillance video streams, reviewing 

commonly used datasets, discussing practical limitations, and identifying areas for improvement to 

enhance the reliability and efficiency of unsupervised models in surveillance applications. 

Keywords: unsupervised learning; abnormal behavior detection; video surveillance; generative 

adversarial networks (GANs) 

 

1. Introduction 

The development of IT technology has provided convenience in life, but has also increased the 

need for security. Accordingly, interest in research on methods to detect and prevent abnormal 

behaviors using surveillance camera systems for human safety in public places such as streets, parks, 

and subway stations has increased.  

In the recognition of abnormal behaviors in videos acquired from surveillance cameras, human 

behavior rcognition is performed by analyzing spatial and visual information and extracting features 

[1,2]. Traditional behavior recognition methods extract features only at important feature points 

where behaviors occur frequently, and apply the extracted features to various pattern classifiers to 

perform behavior recognition. Machine learning algorithms such as Bayesian networks [3], support 

vector machines (SVMs) [4], and random forests (RFs) [5] have shown good performance as pattern 

classifiers. However, machine learning algorithms have problems such as low accuracy because their 

performance is heavily dependent on the extracted features and they cannot cope with various 

changes in objects or behaviors [6].  

Recently, research on applying deep learning algorithms to behavior recognition methods has 

been active. Deep learning is a multi-stage learning process that automatically extracts, recognizes, 

and classifies representative features from multiple hidden layers [7]. Recently, with the increase in 

computing resources and available data, deep learning has been applied to the fields of behavior 

recognition and abnormal behavior recognition. It has also shown very efficient performance in video 

surveillance systems [8]. 
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Deep learning techniques for detecting abnormal human behavior can be classified into three 

methods: supervised learning, partially supervised learning, and unsupervised learning [9]. In 

supervised learning, the model analyzes and learns normal and abnormal behavior patterns from the 

input layer temporally and spatially during the training phase [10–12]. The models detect behavior 

by identifying deviations from learned patterns or comparing new data with identified behavior 

clusters. Partially supervised learning is a method of learning using a partially labeled dataset, and 

can be classified into weakly supervised learning and semi-supervised learning [13]. Semi-supervised 

learning can create a model using labeled data and then classify unlabeled data using the model to 

create labels. Unsupervised learning is a method of training a model using unlabeled data, and since 

there is no correct answer for the input data, the model learns the patterns of the data on its own. 

Unsupervised learning is used as an alternative to solve the problem of lack of abnormal behavior 

data in the field of abnormal behavior detection along with semi-supervised learning because it can 

detect abnormal behavior even without data labels [14]. Unsupervised learning methods include 

reconstruction-based methods [15] and generative-based methods [16]. Among the unsupervised 

learning methods, the reconstruction-based method analyzes only normal event data and detects 

abnormalities by checking for low reconstruction errors [17]. The generative-based method artificially 

generates images using trained distribution patterns, and the model effectively solves the problem of 

lack of data by distinguishing whether the images are real or fake [18]. However, both the 

reconstruction-based and generative approaches have difficulty identifying specific abnormal 

behaviors and are very sensitive to environmental changes [19].  

There have been several previous studies investigating abnormal human behavior detection 

systems. Verma et al. [20] investigated the detection of abnormal behaviors in single objects and 

crowds. They summarize supervised and unsupervised learning methodologies based on various 

feature extraction algorithms and SVM, HMM, and ANN classifiers. However, this paper lacks recent 

papers on methods using deep learning. Patrikar et al. [21] provide a survey on abnormal detection 

systems in video surveillance and edge computing-based abnormal detection. This paper also divides 

the study into two parts: learning and modeling. However, this paper lacks exploration of methods 

using unsupervised learning and focuses on the application of edge computing. Shubber et al. [22] 

detects abnormal behaviors by dividing them into machine learning and deep learning methods. This 

paper considers fights and assaults as abnormal behaviors. It presents data sets for each method and 

compares the performance of each method. However, this paper does not mention unsupervised 

learning using deep learning. Also, it does not cover other abnormal behaviors besides violence. Roka 

et al. [23] present a recent study on anomalous behavior detection. The authors categorize anomalous 

behaviors into statistical-based, data mining-based, and machine learning-based techniques, and 

provide a description of the various techniques for anomalous behavior detection, along with their 

pros and cons. However, the paper lacks a description of what behaviors exist in the reference dataset. 

Choudhry et al. [24] also comprehensively describe machine learning methods, dividing them into 

three major categories: supervised learning, semi-supervised learning, and unsupervised learning. 

The paper presents the challenges of detecting anomalous behaviors using machine learning 

techniques in the future. However, the scope is too broad and does not focus on image-based 

detection. Altowairqi et al. [25] investigate Crowd Anomaly Detection. The paper also presents a 

comparison of different types of crowd detection that match the dataset used. It also explains that 

unsupervised learning methods such as AE and GAN can detect anomalous behaviors that have not 

been learned in advance. However, the discussion of unsupervised methods lacks a description of 

how to detect unseen data and the methods for doing so. Tay et al.[26] investigate existing methods 

for abnormal behavior detection and deep learning approaches for sensor-based and vision-based 

inputs. This paper focuses on abnormal behaviors such as falls that can occur in daily life. It also 

investigates available public datasets and provides solutions to the problem of lack of datasets for 

abnormal behaviors that occur in daily life. This paper is limited to abnormal behaviors in daily life 

and lacks investigations on a wider range of abnormal behavior detection. Jahan and Islam[27] 

provide a critical review of video-based human activity recognition (HAR) techniques, followed by 
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an analysis of machine learning and deep learning techniques such as convolutional neural networks 

(CNNs), recurrent neural networks (RNNs), hidden Markov models (HMMs), and K-means 

clustering. This paper investigates and explains unsupervised learning in machine learning, but does 

not explain unsupervised learning methods in deep learning. 

These results from the analysis of related studies show that there is still much unexplored 

research. In addition, there is not much investigation on abnormal behavior recognition methods that 

apply unsupervised learning. In this paper, we examine the results of a study on unsupervised 

learning techniques applied to the automation of abnormal behavior detection in surveillance 

cameras. We also examine open datasets used to train the model. We also examine open research 

issues in the application of unsupervised learning in the field of abnormal human behavior detection 

in surveillance cameras. 

2. Dataset 

Several datasets have been used to benchmark research methods for human abnormal behavior 

recognition. Figure 1 shows a sample of each dataset.  

    
(a) ShanghaiTech (b) Subway (c) UCF-Crime (d) UCSD-Ped1 

   
(e) UCSD-Ped2 (f) UMN (g) Avenue 

Figure 1. Samples of abnormal behaviors in each data set. 

The ShanghaiTech (ST) Campus dataset [28] was created by ShanghaiTech Univesity in 2017 and 

consists of 13 scenes with complex lighting conditions and camera angles from all sides. The dataset 

consists of 330 training videos with only normal events and 107 test videos with 130 abnormal events. 

The dataset has a total of 317,398 frames and was collected using an RGB camera with a resolution of 

856 × 480 at 24 FPS overlooking a pedestrian walkway.  

Subway dataset [29] was introduced by Adam et al. in 2008. It consists of two videos, totaling 2 

hours, containing 209 and 150 frames, which are exit gate videos and entrance gate videos, 

respectively. The videos are recorded in grayscale format at 15 FPS with a resolution of 512 × 384, and 

there are a total of 125,475 frames. This dataset contains 19 types of unusual events, such as walking 

in the wrong direction, wandering, no payment, people jumping or cutting in at turnstiles, and 

janitors cleaning the walls.  

The UCF-Crime dataset [30] was created by the Computer Vision Department at the University 

of Central Florida. This dataset consists of 1900 videos, 128 hours, of 1900 Internet videos captured 

by multiple RGB cameras at various locations. The abnormal behaviors include 13 real-world 

abnormalities, including abuse, arrest, arson, assault, traffic accident, theft, explosion, fight, robbery, 

shooting, theft, and vandalism. This dataset can be used for two tasks: event recognition of the 13 

group activities and detection of abnormal behaviors in each specific group.  

The UCSD Anomaly Detection Dataset [31] consists of 70 video footages acquired from above to 

monitor pedestrian walkways. This dataset was created at the University of California, San Diego in 
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2013. This dataset consists of two video sets, called Ped1 and Ped2, which are grayscale image 

sequences recorded at 10FPS. Ped1 is created at a resolution of 38×158, and Ped2 is created at a 

resolution of 360×240. Ped1 contains scenes of people walking toward the camera and moving away 

from the camera, various perspective distortions, cyclists, skaters, etc. Ped2 contains 16 training 

videos and 12 test videos, which contain 12 abnormal events. It contains scenes of pedestrians moving 

parallel to the camera plane from an upper angle, and non-human objects detected are considered 

abnormal.  

The UMN dataset [32] was created by R. Mehran et al. in 2009 at the University of Minnesota 

and consists of 11 different abnormal event scenarios, including 3 indoor and 3 outdoor scenes. All 

videos have the same frame rate of 30 FPS and were recorded at a resolution of 640 × 480 using a 

static camera. This dataset contains a total of 22 videos for training and testing, consisting of 7739 

frames.  

The Avenue dataset [33] was created by the Chinese University of Hong Kong (CUHK) in 2013 

and contains a total of 37 videos, including 16 training video clips and 21 test video clips. The 

resolution of each image sequence is 640 × 360 and the frame rate is 25 FPS. The footage consists of 

30,652 frames, evenly split between training and testing, and features 14 unique events, including 

people running, wandering, and throwing objects. 

3. Unsupervised Learning-Based Abnormal Behavior Detection Method 

Deep learning is an artificial intelligence (AI) method that models the behavior of the human 

brain and implements data processing on a computer. Deep learning models can recognize complex 

patterns of images, text, sounds, and other data and predict the results. Deep learning techniques are 

used to automate tasks that generally require human intelligence, such as describing images or 

converting audio files into text. Among deep learning techniques, unsupervised learning methods 

learn patterns, structures, and unique features of data without labels specified for the data. 

Unsupervised learning models are widely used in three main tasks: clustering, association, and 

dimensionality reduction. Unsupervised learning is also applied to human behavior recognition to 

distinguish between normal and abnormal behaviors. In abnormal behavior detection, unsupervised 

learning can be used when obtaining labels for various abnormal behaviors is difficult or costly 

[34,35]. Unsupervised learning methods can be divided into reconstruction-based and generative-

based approaches. Reconstruction-based methods learn patterns from input images, while 

generative-based methods attempt to generate artificial images based on learned patterns. Table 1 

shows some recent unsupervised learning methods. 

3.1. Reconstruction-Based Methods 

Reconstruction-based methods train the model using only normal data, modeling the 

distribution of this data. Abnormal data is assigned a high reconstruction error by the model. At the 

inference stage, if the test image is abnormal, the model encounters difficulty in reconstructing it. 

Reconstruction-based detection methods include autoencoders (AE) and variational autoencoders 

(VAE). 

3.1.1. Autoencoder 

An autoencoder is a neural network that learns input data and attempts to reconstruct new 

images based on previously learned patterns. An AE consists of two components: an encoder and a 

decoder. The objective of this model is to minimize the reconstruction error, enabling it to reconstruct 

images more accurately based on the learned data. Figure 2 illustrates the structure of an AE. 
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Figure 2. Structure of an Autoencoder. 

Hasan et al. [36] utilized a sparse coding autoencoder to preserve spatiotemporal information 

between input and output. They employed a 2D convolutional network to encode sequences of 

grayscale 2D images from each segment of a video, using single-channel input images stacked in the 

temporal dimension. Medel et al. [37] applied a reconstruction-based method for anomaly detection, 

enhancing spatiotemporal information with a convolutional long short-term memory (Conv-LSTM) 

network. Sabokrou et al. [38] used two types of autoencoders: a regular autoencoder and a sparse 

autoencoder, which constrains dimensional features to retain the most useful active neurons in the 

latent layer. Zhao et al. [39] employed a 3D convolutional autoencoder to preserve temporal 

information and track spatial features across the temporal dimension, also incorporating data 

augmentation to increase the number of training samples. Zhou et al. [40] proposed SC2NET, a novel 

network for feature learning that combines both motion and appearance features of images. This 

network computes sparsity loss and learns to construct useful spatiotemporal features by learning 

from configuration error. 

Recently, Wang et al. [45] and Sampath et al. [46] proposed spatiotemporal AEs, achieving AUC 

values above 0.98 for detecting abnormal behaviors on the UCSD Ped1 and Ped2 datasets. However, 

spatiotemporal AE cannot fully utilize and understand implicit video information, especially when 

using a single modality camera. To address this limitation, Liu et al. [47] proposed an anomaly 

detection method using an object-centric scene inference network. They identify abnormal behaviors 

based on the assumption that autoencoders yield high configuration error scores for abnormal 

instances. However, this assumption does not always hold, and reconstruction error scores are 

sometimes lower than expected. Gong et al. [48] addressed this issue by treating each encoding 

feature as a query to the decoder network, storing all normal encoding features in memory. The 

decoder retrieves the closest normal encoding in memory for each query instance, resulting in high 

reconstruction errors for abnormal instances that cannot map to the closest normal encoding.  

Autoencoders are used to extract features from data, but the large dataset size poses challenges 

in obtaining a representative distribution of normal samples. Liu et al. [49] proposed a method that 

applies fully connected layers of convolutional neural networks to memory modules. Autoencoders 

learn and reconstruct feature representations from datasets, with a large number of loss functions 

input to the memory module for scoring to identify abnormal images. This approach requires well-

tuned score thresholds for various environments to effectively classify behavior categories. Yan et al. 

[50] implemented a memory clustering autoencoder to detect abnormal human behavior. The 

autoencoder reconstructs the input sequence, while the clustering and scoring systems distinguish 

abnormal human behaviors in video. However, this method faces the challenge of training conflicts 

between the autoencoder and clustering components. 

3.1.2. Variational Autoencoder 

Variational autoencoders (VAEs) function as probabilistic generative models, requiring a neural 

network composed of an encoder and a decoder. The encoder’s primary role is to adjust the 

parameters of the variational distribution, while the decoder maps from the latent space to the input 

space. VAEs are a key component in probabilistic graphical models and variational Bayesian methods 

[51]. Figure 3 illustrates the structure of a VAE. 
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Figure 3. Structure of a Variational Autoencoder. 

Wang et al. [52] proposed a memory-based autoencoder that differentiates abnormal images by 

exploiting reconstruction errors based on memory. They developed a cognitive memory 

augmentation network (CMAN) to implement memory-based recognition and judgment. 

Wang et al. [53] proposed a generative neural network using two VAEs to detect abnormal 

behavior in complex scenes. The first VAE quickly filters normal samples at the input layer, and the 

second VAE extracts hierarchical features, fusing low-level and high-level samples. This approach 

achieves a near-perfect AUC of 0.999 in certain scenarios. However, detecting abnormal events in 

video sequences remains challenging due to the complexity of frame data. However, it is very 

difficult to detect abnormal events in video sequences due to the complexity of frame data. 

To address this, Yan et al. [54] proposed a two-stream structure consisting of appearance and 

motion streams. The VAE calculates anomaly scores based on reconstruction error probability and 

generates latent variables via sampling. This method achieves an AUC of 0.913, though it requires 

additional computational time for processing images. 

Wang et al. [55] introduced a double-flow convolutional long short-term memory VAE to predict 

normal video sequences in an unsupervised, distributed manner. This VAE calculates the average 

reconstruction probability for abnormal behavior detection, achieving an AUC of 0.888 by combining 

long-term and short-term memory methods. However, this model has difficulty in predicting very 

small foreground target objects. 

Cho et al. [56] developed an implicit two-path autoencoder with distribution modeling of normal 

features based on a regularization flow model for AHB detection in an unsupervised manner. Using 

the Ped2 dataset, this approach achieves an AUC score of 0.992, and on the CUHK dataset, it achieves 

0.880, demonstrating high performance. However, due to the similarity in pedestrian shapes, 

motions, and walking patterns, distinguishing between normal and abnormal scenes remains 

difficult for VAEs and regularization flow models. 

Liu et al. [57] proposed a probabilistic video normality network to learn various normal event 

patterns across temporal, spatial, and spatiotemporal dimensions. This model encodes past frames 

into a posterior distribution, sampling latent variables with a VAE to predict future frames. This 

approach achieves an AUC of 0.984 on the Ped2 dataset and 0.907 on the CUHK dataset. However, 

its performance depends on the optimal hyperparameter settings for AHB detection.  

Table 1. Comparison of reconstruction-based method. 

Ref. Year Method 
Performance (AUC) 

Ped1 Ped2 Avenue 

[36] 2016 Autoencoder 0.81 0.9 0.7 

[41] 2019 Autoencoder 0.897 0.913 N/A 

[42] 2022 Autoencoder N/A 0.956 N/A 

[43] 2021 Autoencoder N/A 0.972 0.879 
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[44] 2022 Autoencoder 0.907 0.977 0.894 

[45] 2023 Autoencoder N/A 0.984 0.861 

[46] 2023 Autoencoder 0.902 0.997 N/A 

[47] 2023 Autoencoder N/A 0.983 0.917 

[49] 2022 Autoencoder N/A 0.968 0.875 

[50] 2023 Autoencoder 0.907 0.977 0.894 

[52] 2021 variational Autoencoder N/A 0.962 N/A 

[54] 2020 variational Autoencoder 0.75 0.91 0.79 

[55] 2022 variational Autoencoder 0.884 0.888 0.872 

[56] 2022 variational Autoencoder N/A 0.992 0.880 

[57] 2023 variational Autoencoder N/A 0.984 0.907 

[58] 2022 variational Autoencoder N/A N/A 0.862 

3.1.3. Summary 

In reconstruction-based methods, autoencoders are commonly used for image dimensionality 

reduction. This learning process then computes a loss function within the network, which helps 

identify abnormal behaviors in the input data. The autoencoder model’s effectiveness depends on the 

distribution and quality of the data. In addition, in an environment with many objects, it is difficult 

for autoencoders to reconstruct each object and predict abnormal behaviors 

To address the generalization issues arising from data distribution, methods such as 

regularization and probabilistic formulation have been incorporated into the VAE approach. These 

adaptations enable VAEs to detect abnormal behaviors in more heterogeneous environments. 

However, VAE has difficulty in reconstructing small objects due to the probabilistic calculation across 

the entire image. Models that combine certain spatiotemporal features can detect abnormal behaviors 

effectively, though they tend to perform worse than supervised learning methods, especially with 

long-distance activities and complex scenes. In addition, all types of models have problems such as 

high computational cost, the need for hyperparameter tuning, and difficulty in generalizing to 

diverse data sets. 

3.2. Generative-Based Methods 

3.2.1. GAN 

Generative-based methods attempt to generate artificial images based on patterns learned by 

the model. A neural network called a generative adversarial network (GAN) [59] is commonly used 

in this approach. A GAN is a generative model consisting of two main components: a generator and 

a discriminator, as illustrated in Figure 4. The generator creates new instances based on the statistical 

properties of the training data, while the discriminator determines whether the input is from the 

generator (fake) or the training data (real). In anomal human behavior recognition, the difference 

between the original and generated images is used to detect abnormal human behavior in the 

captured frame. Since this approach does not require labeled data, it falls under the category of 

unsupervised learning. Figure 4 illustrates the structure of a GAN 
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Figure 4. Structure of a GAN. 

Patil et al. [60] proposed Moving Object Segmentation (MOS) to detect moving individuals. This 

model uses two generator adversarial networks (RMS-GAN) to perform repetitive segmentation of 

moving objects and estimate foreground human figures. GAN estimates the probability map for 

foreground human objects, achieving an AUC score of up to 0.95. However, this model has difficulty 

in estimating accurate motion compared to the foreground. 

Yang et al. [61] introduced a bidirectional retrospective generative adversarial network (BR-

GAN) for abnormal behavior detection. In this model, the generator performs bidirectional 

prediction, including both forward and backward predictions, enhancing long-term motion 

consistency estimation for human objects across frames. This approach achieved an AUC of up to 

0.976. However, since the initial frame of the video must be specified as the initial input, this model 

cannot detect abnormal behaviors in the first few seconds. In addition, if the input image is distorted, 

the model has difficulty in processing small human objects. 

Yu et al. [18] proposed adversarial event prediction (AEP) for detecting rare patterns in input 

behaviors. AEP combines reconstruction-based and generative-based detection methods, as 

reconstruction-based methods often struggle with diverse training data. Adversarial networks are 

employed to provide predictions for various environmental settings in the dataset. GAN is used to 

predict past and future frames, achieving an AUC of 0.979 in HAB recognition. However, AEP has 

limitations due to its inability to recognize the background during preprocessing. 

Zhao et al. [62] introduced a block-level background reference frame (BRF) to address 

overlapping backgrounds, along with a foreground reference frame (FRF) to infer human objects. In 

this model, GAN predicts the current location of the foreground object after preprocessing the BRF 

in the input image. However, in some scenarios, the integration of BRF and FRF is lacking, increasing 

computational complexity. 

Ganokratanaa et al. [63] proposed a GAN-based method for spatiotemporal anomaly detection 

and localization in surveillance videos, achieving an AUC score of 0.996 on the UMN dataset, 

demonstrating near-perfect performance. However, this method has difficulty in detecting anomalies 

when the abnormal events and normal patterns are similar. 

Aslam et al. [64] proposed a two-stream, attention-based approach capable of end-to-end 

learning. During inference, they compute a normality score using a reconstruction-based method, 

and in the prediction phase, they use GAN to enhance feature learning performance. This approach 

achieved AUC scores of 0.869 on the ST dataset and 0.894 on the AVENUE dataset, representing the 

best performance among studies using these datasets. 

Table 2. Comparison of Generative-based methods. 

Ref. Year 
Performance (AUC) 

Ped1 Ped2 Avenue 

[18] 2022 0.979 0.979 0.949 
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[61] 2021 0.847 0.976 0.886 

[63] 2022 0.988 0.976 0.908 

[64] 2022 0.907 0.977 0.894 

[65] 2022 N/A 0.963 0.871 

[66] 2022 0.981 0.801 0.735 

[67] 2021 0..892 0.892 N/A 

[68] 2022 0.969 0.969 0.866 

[69] 2022 0.975 0.971 0.947 

[70] 2023 N/A 0.977 0.897 

[71] 2023 0.921 0.976 0.897 

[72] 2023 N/A 0.968 0.887 

3.2.2. Summary 

The generative detection approach excels at recognizing new environments that were not 

present during training, making it suitable for detecting previously untrained abnormal events. It can 

also enhance the quality of training data and images, minimizing overlap between foreground and 

background. However, since the model contains both a generator and discriminator, computational 

complexity is increased. Additionally, a large dataset is required for training, and small objects, due 

to their limited pixel representation, provide less information for learning, potentially reducing the 

model's generalization capability. 

4. Discussion 

When applying unsupervised learning to detect abnormal behavior in camera-based 

surveillance systems, certain challenges must be addressed along with the advantages. 

4.1. Data 

Data issues are a primary challenge in unsupervised learning for detecting abnormal behavior. 

One of the biggest hurdles is the data distribution, which varies depending on the environment where 

detection takes place. Environments such as open spaces, crowded areas, or closed rooms can each 

have distinct patterns, meaning that the model must adapt its understanding to specific 

environments. Reconstruction-based methods, in particular, rely on learned weights based on these 

initial conditions, making them sensitive to changes in data distribution. 

Accurately detecting abnormal behavior within a limited timeframe can also be problematic, as 

models may struggle to identify anomalies within the constraints of individual frames. This is 

especially true for methods like VAEs, which often have limitations in pixel location accuracy. To 

improve results, research is focused on developing enhanced techniques for detecting abnormal 

behaviors accurately and quickly. 

As human behavior patterns vary widely, especially in abnormal situations, frequent changes 

can make it difficult for the model to recognize established patterns. Adding more data to 

accommodate these changes can increase dataset size, but too much data may reduce the model’s 

ability to generalize from patterns, leading to overfitting. This calls for strategies that balance dataset 

expansion and generalization to ensure reliable anomaly detection across different scenarios and 

environments. 

4.2. Occlusion 
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Occlusion is a significant challenge in computer vision, especially for surveillance in crowded 

spaces. When multiple objects or individuals overlap, it becomes increasingly difficult to discern 

specific behaviors or identify if an action is abnormal. Occlusion makes it challenging to isolate and 

analyze individual actions, especially when the behavior happens in dense crowds. 

Unsupervised learning methods add complexity to this challenge, as they only learn from the 

patterns of input images. Consequently, the model may learn crowd patterns but fail to recognize 

individual actions within the crowd that deviate from the norm. Distinguishing abnormal behavior 

amidst occlusion requires innovative approaches, such as multi-view or depth-aware analysis, which 

can help disambiguate objects and improve anomaly detection in crowded environments. 

Additionally, improvements in tracking technologies that leverage optical flow or motion consistency 

could assist the model in focusing on individual movements, even when occlusion occurs. 

To advance in this area, researchers are exploring new models that consider crowd density, 

position tracking, and object separation to ensure accurate detection of anomalous human behavior 

within crowded or occluded scenes. 

4.3. Small Target Detection 

When detecting abnormal behavior in small targets, the reduced pixel representation presents a 

unique challenge. Smaller objects provide limited visual information, making it difficult for the model 

to understand key details necessary for detecting anomalies. This lack of detail leads to two primary 

issues. First, it can be difficult for the model to determine if the target is a human object or something 

else entirely. Second, when there is limited information about the human target’s features, the model 

struggles to understand the nature of any detected behavior, whether abnormal or not. This is a 

problem for both reconstruction-based and generation-based methods, as both rely on sufficient data 

representation to identify patterns and anomalies. 

The challenge of small target detection requires solutions that maximize the model’s sensitivity 

to minimal information while preserving accuracy. Approaches such as super-resolution techniques, 

which artificially increase the resolution of small objects, could help make these details more 

recognizable to the model. Other potential solutions include implementing attention mechanisms 

that prioritize areas with small, high-priority objects, allowing the model to focus on features essential 

for detecting anomalies. 

Research is also exploring lightweight networks with heightened sensitivity to detect small 

object movements and actions. Addressing this issue is essential for effective abnormal behavior 

detection in complex environments where targets are small, such as those observed at long distances 

in surveillance footage. 

4.4. High Computational Resources 

Unsupervised learning models for anomaly detection typically employ two types of approaches: 

reconstruction-based methods, which consist of an encoder and decoder, and generation-based 

methods, which consist of a generator and discriminator. The structure of these models can lead to 

substantial computational requirements, especially as model complexity increases to improve 

detection accuracy. This complexity demands high computational power, making it less feasible for 

real-time surveillance or deployment in resource-limited environments. 

To address this, research is exploring ways to reduce model complexity without sacrificing 

performance. For example, an integrated model that combines the generator and discriminator into 

a single efficient framework could streamline the anomaly detection process. Optimizing network 

architectures and using model compression techniques, such as pruning or quantization, are also 

promising approaches to reduce computational load. 

Additionally, lightweight models are gaining attention due to their efficiency advantages. 

Lightweight models are optimized for faster inference, quicker decision-making, and reduced 

computational requirements, making them more suitable for real-time applications. Lightweight 

HAB detection models can help address the challenges of high resource demand, allowing for more 
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scalable and efficient anomaly detection in various surveillance scenarios. Further research in this 

area aims to develop adaptive models that balance detection accuracy with computational efficiency, 

especially for deployment in edge devices or in distributed surveillance networks. 

5. Conclusions 

In this paper, we investigated and reviewed state-of-the-art methods for abnormal human 

behavior detection using unsupervised learning techniques, categorizing them into reconstruction-

based and generative-based approaches. Reconstruction-based methods, such as autoencoder and 

variational autoencoder, focus on identifying high reconstruction errors in abnormal data, leveraging 

the patterns learned from normal data. These approaches have shown promise in applications with 

well-structured data but face challenges when dealing with complex environments, small target 

detection, and high computational demands. Generative-based methods, represented by generative 

adversarial networks (GANs), provised a robust alternative by simulating normal and abnormal 

scenarios. These methods have demonstrated impressive adaptability in detecting anomalies in 

unseen environments but require substantial computational resources and large datasets for effective 

performance. We also reviewed the most commonly used datasets for training and benchmarking 

abnormal behavior detection models, including ShanghaiTech, Subway, UCF-Crime, UCSD Ped1 and 

Ped2, UMN, and Avenue datasets.  

Based on this, several open research issues on abnormal human behavior detection were 

discussed. One prominent issue is ensuring model robustness across diverse environments while 

addressing overfitting, as adapting to varied data distributions remains a significant concern. 

Additionally, occlusion in crowded scenes poses substantial difficulties, as overlapping objects 

hinder the accurate analysis of individual behaviors, necessitating the development of advanced 

techniques such as multi-view or depth-aware approaches. Another ongoing challenge is the 

detection of small targets, where models struggle to capture and analyze fine details due to limited 

visual information. Finally, the high computational demands of current models, particularly those 

based on generative adversarial networks (GANs), underscore the need for more lightweight and 

computationally efficient architectures to enable broader applicability and real-time processing. 

In conclusion, while unsupervised learning methods have significantly advanced the field of 

abnormal behavior detection in video surveillance systems, they still face limitations that need to be 

addressed. Future research should focus on developing robust, scalable models that balance accuracy 

with computational efficiency. Incorporating innovative approaches such as multi-modal learning, 

self-supervised learning, and edge-based deployment could help overcome existing challenges. 

Furthermore, expanding and diversifying public datasets to better reflect real-world conditions will 

be crucial in enhancing model performance and generalization. By addressing these challenges, the 

field can move closer to realizing highly reliable, real-time surveillance systems capable of ensuring 

public safety in diverse environments. 
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