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Abstract: This paper presents the design of a digital twin that blends aviation, gaming, simulation, 1

and Geographic Information Systems (GIS) to create a synthetic environment within which strategies, 2

laws and platforms for electric aviation may be tested out. This digital twin has been called Future 3

Urban Synthetic Environment (FUSE). FUSE includes an in-built Unmanned Traffic Management 4

(UTM) that can be used to run simulations to test the coordination of all urban traffic. It uses real GIS 5

tagged imagery data and implements it at runtime into the game engine and thus link the optimised 6

imagery loading to the visual performance of the simulation engine. FUSE provides a 3D digital twin 7

of specified areas designed to simulate the effects (in terms of noise, visual impact, privacy) of drones 8

and electric air taxis operating under various operational scenarios (such as number of deliveries 9

allowed per day, maximum payload weight, no-fly areas, position of depots, vertiports, etc.). With so 10

much high-fidelity data it is difficult for any game system to effectively render the environment and 11

do justice to the detail whilst enabling enough of the landscape to be rendered to keep in focus the 12

detail when looking out at the horizon. 13

Keywords: Digital Twin; Unmanned Traffic management; Geographic Information Systems; Immer- 14

sive Simulator; Unmanned Aerial Systems 15

1. Introduction 16

Uncrewed Air Vehicles (UAVs or drones) offer a huge opportunity to add a new layer 17

to every country’s established transport infrastructure by providing delivery and transport 18

services directly to the customer, amongst many other applications. This relieves pressure 19

on road networks, which are already at full capacity in most urban areas. 20

The implementation of such drone services in any town will require the active cooper- 21

ation and involvement of both the Local Council and the residents. However, both these 22

groups are likely to be highly resistant to the introduction of drone services with regards 23

safety, privacy and noise (as well as the natural resistance to change). Furthermore, the 24

thinking behind UAV Traffic Management (UTM) so far has come from Air Traffic Control 25

(ATC) specialists, taking a "one size fits all" approach, which ignores the needs, laws and 26

requirements of the local communities. Leicester city council have for example invoked a 27

by-law based on the road traffic Act, prohibiting overflight of any council-owned road by a 28

drone without their prior permission [1]. 29

The objective of this paper is to present an immersive (i.e. based on Virtual Reality) 30

UAV simulator: Future Urban Synthetic Environment (FUSE). FUSE is a digital twin built 31

using the latest technologies, by blending aviation, gaming, simulation, and Geographic 32

Information Systems to create a synthetic environment within which strategies, laws and 33

platforms for electric aviation may be tested out. Such simulations can then be run using 34

FUSE’s inbuilt UTM to test the coordination of all urban air traffic. Being built out of an 35
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already published gaming flight simulator, FUSE allows to design from the ground up, 36

the first 400 feet(ft) of urban airspace, tackling the concerns of Air-Space Regulators, Local 37

Government and the public alike. 38

Immersive technologies search to introduce the operators in robots’ environment to 39

deal with problems such as lack of situational awareness and alleviating workload peaks 40

[2]. There are three main immersive technologies: Virtual Reality (VR), Augmented Reality 41

(AR) and Mixed Reality (MR); although some authors merge the latter two into a unique 42

category. Virtual and Augmented reality headsets allow for more immersive interaction 43

with UAVs [3]. Most commercial VR devices take advantage of powerful gaming engines 44

such as Unreal [4,5] and Unity [6,7] which allow users to develop a wide range of realistic 45

scenarios, intelligent characters and objects with realistic dynamics and kinematics [8]. In 46

[9] two methods were presented to genera virtual reality content based on UAV systems. 47

The first one is using a head tracking system and the second is using a panoramic 360 48

field of view camera array. The former can be employed to achieve real-time virtual reality 49

experiences for users. The latter can be used to generate offline VR content. With the head- 50

camera synchronisation and camera array techniques, the real-time and offline VR methods 51

have been developed to provide users with two kinds of VR experiences [9]. A “man- 52

in-the-onboard-loop” UAV telepresence and simulation platform based on virtual reality 53

technology was proposed and validated in prototype [10]. The objective was to improve 54

the stability and reliability of UAV telepresence, reduce the difficulties of controlling UAVs 55

from a long distance, whilst providing the training of UAV pilot with effective support. 56

In [11] a flexible approach was presented to easily simulate UAVs based on Unreal 57

Engine and Visual Studio. The system, combined with VR technology, helped the trainees to 58

immerse themselves into the virtual environment so that they could be trained more effec- 59

tively and attentively without being affected by a wide range of environmental factors. In 60

[12] the implementation of AVR was reviewed in Quadcopter drones for entertainment. The 61

authors in [13] proposed the integration of a VR system with a low-cost semi-autonomous 62

UAV, with the objective of immersing the user in the environment of the aircraft, providing 63

visual content to people with limited mobility. This study combines the robot operating 64

system (ROS) and the AR drone to provide the required features, such as the transmission 65

of control data and video feed. The work in [14] used web technologies to create a VR 66

environment reconstructed with real-world fly data and simulate the control of a UAV to 67

present a higher perspective of 3D path planning to pilots. Besides the manual navigation 68

of a UAV, the simulator includes functions such as automated routing to find the optimal 69

path among the mission’s locations, a safe return to the home point, and object detection 70

and tracking. 71

However, the previous works did not include multi-UAV systems and UTM interface 72

in the developed solutions. Furthermore, the modelling of GIS information in simulators 73

and game engine was not addressed explicitly. This is a challenging task for the following 74

reasons: 75

• There are many GIS formats unsupported that need to be manually implemented / 76

deserialised. 77

• Data volume: generally dealing with very large data sets which will not fit into RAM. 78

Therefore, a streaming solution requires to be devised to load / unload at runtime. 79

• Geometry: Generally not optimised for real-time rendering, runtime level of detail 80

solutions need to be implemented to run at sensible frame rates. 81

• Numerical precision issues: Game engines generally run on floating-point numbers 82

which do not have the required precision when traversing large areas of the world / 83

terrain without a world rebasing solution. 84

• Visualisation: All GIS layers / methods of visualisation will need to be manually 85

implemented. 86

The FUSE simulator is innovative, as not only does it develop an immersive simulator, 87

allowing for scenario planning and load testing of UTM systems, it also brings the local 88

authority and the residents into the picture, allowing them to help shape this new transport 89
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revolution that will be implemented in their area. This is likely to lead to a much faster 90

acceptance and adoption. Another innovation is that the adopted approach focuses on 91

blending existing technologies to create a UTM visualization experience providing insight 92

into simulated business models. The power of GIS and gaming was harnessed to advance 93

the development of UTM and empower: 94

• The commercial operators to simulate and find their optimal strategy. 95

• The people who live underneath such operations to realise what it will mean practi- 96

cally, without prejudice or bias. 97

Furthermore, this is the first time that a real GIS tagged imagery data has been loaded 98

into a game engine at runtime and the optimization of the imagery loading engine is 99

directly linked to the visual performance of the simulation engine. 100

The input of the local communities will add a vital layer of design features and 101

constraints (such as operational hours and no-fly zones, etc.) which will need to be encoded 102

into the UTM systems eventually. We speed up both sides of the coin, UTM development 103

and public acceptance. 104

Potential use of the FUSE simulator might include: 105

• The UTM vendors and delivery companies could establish and test the implementation 106

of the local authority’s preferred schemes of operation. This will require for instance 107

the establishment of local depots (mobile, or on the edge of town) from which the 108

drones can pick up their loads for the last-mile delivery service. 109

• Air Traffic Management (ATM) Authorities could test the safety of the UTM services 110

when considered in combination with other airspace users (police and ambulance 111

helicopter services as well as normal aircraft operations). 112

• Drone developers, ATM and UTM vendors could establish and test drone air lanes 113

as well as autonomous collision avoidance rules-of-the-road to allow drones to safely 114

occupy the same airspace. 115

• Local Authorities being able to develop schemes and supportive legislation such that 116

drones may be limited to operations below 400ft, and with limits on their missions 117

according to their local needs (e.g. with no more than 200 sorties per day in a specific 118

area and within the operating hours of 8 am to 8 pm). Drones may not operate 119

below 300ft over parks or gardens and wherever possible drones must follow the road 120

network. Medical deliveries and blue light services will always take priority. 121

• Local Authorities being able to conduct public consultations to demonstrate the effect 122

of the proposed service from any geographical point in terms of noise and visual 123

impact. 124

The main contribution of this paper is the presentation of an immersive flight simulator 125

environment capable of: 126

• Modelling GIS information to create an informed urban environment. 127

• Scheduling drone flights around this environment such that the user might move 128

around the environment and experience the drones flying. 129

• Modelling multiple drone flights in a VR simulator. 130

• Providing UTM interfacing information. 131

2. FUSE Simulator Design 132

The FUSE simulator takes a system-of-systems approach to enable us to test UTM 133

systems and run simulations that: 134

• Set flight levels and limits on operations. 135

• Balance commercial potential with environmental impact. 136

• Engage and take the public with us on this journey. 137

• Help develop legal model articles to regulate urban airspace. 138

• Publish operational routes from the Local Authority into the UTM system. 139

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 26 May 2022                   doi:10.20944/preprints202205.0354.v1

https://doi.org/10.20944/preprints202205.0354.v1


4 of 17

The research improves on the current state-of-the-art of air traffic simulator by “gam- 140

ifying" drones within an urban environment allowing UTM systems to be tested by an 141

independent tool and the effects of different strategies to be realized, both environmentally 142

and commercially by the operators, the Local Authorities and the public alike. 143

2.1. REMEX immersive flight simulator 144

Deadstick is a first-person high fidelity flight simulator built from the ground up 145

to solve the problem of simulating low and slow bush flying [15]. Rather than trying 146

to simulate the whole world, it instead tackles a series of fixed locations that, with the 147

use of developed bespoke tools could be procedurally generated and populated to a very 148

high fidelity where all objects / obstacles within the world are modelled and simulated 149

(grass, rocks, foliage, etc.). This is something that has not been traditionally possible in 150

flight simulators. A similar approach has been taken with all aspects of the simulator from 151

modelling wind and other weather effects, and their interactions with the trees / terrain 152

as well as the airframe itself to allow players to perform full walk-around and preflight 153

inspections of the aircraft. 154

2.2. Airborne 155

The used airborne platform is the Mugin 3.6 SLT (Separate Lift and Thrust) Uncrewed 156

Aerial System (UAS) [16]. Separate Lift and Thrust UAV is an integration of fixed-wing 157

and multirotor to get vertical take-off and landing capability with high range and long 158

endurance [17]. 159

Figure 1. The 3D Studio max model of the 3.6m MUGIN SLT UAS.

The Mugin UAV has been evolving during the project development. More specifically, 160

its flight and payload systems have included the option of operating the aircraft on floats. 161

Future advances in the Mugin airframe structure may be imported from CAD into 3DStu 162

dioMax, animated and then exported directly into FUSE. This permits to rapidly engineer 163

modifications to the airframe and then import them directly into the FUSE game engine. 164

The exact dynamic model of the Skylift Mugin was not implemented as the accurate 165

information was not accessible. The flight model is just an object that will interpolate itself 166

towards points on a spline with a sensible representative velocity. 167
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Figure 2. MUGIN SLT UAS Fixed-wing Configuration

2.3. GIS location data 168

The objective is to detail the implementation process of real GIS tagged imagery data 169

into a game engine at runtime and the optimisation of the imagery loading engine that is 170

directly linked to the visual performance of the simulation engine. 171

We started by modelling Cranfield airport and then continued to model the city of 172

Bath. Effectively, we can model any other area as required by customers. Initial testing of 173

high-fidelity data was in a smaller portion of airspace. 174

2.3.1. Airport Modelling using GIS 175

An area has been created of 50 miles square centered on Cranfield Airfield that has 176

been initially modelled. The model included a terrain horizon of 400ft and 25 miles either 177

side of Cranfield Airfield, which was shown to provide a representative perspective when 178

viewing the FUSE environment landscape from the point of view of a frustum located on 179

the SLT UAV that it initially modelled. This area of 50 miles square was modelled in higher 180

detail, with the rest of the country outside of the 50 miles square box utilizing generic 181

Google Earth data. 182

The specification of the modelled area (Figure 3. ) are: 183

• A geographic area of 50 miles square. 184

• Centered upon Cranfield airport. 185

• With high-resolution ground sensing distance of 4 cm for the area bonded in red. 186

• Medium resolution ground sensing distance of 25 miles for the remainder of the 50 187

miles square. 188
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Figure 3. The area agreed for aerial survey

Furthermore, other GIS data that was imported into FUSE simulator to further enhance 189

the urban environment includes: 190

• Public rights of way to show outdoor recreation routes. 191

• Settlement Boundaries to show where councils define urban areas. 192

• Ordnance Survey base mapping. 193

• Sites Locations (such as schools, churches, cemeteries, etc.) to show potential limiting 194

factors for flights. 195

• Local Authority boundaries, including parishes and wards to show responsibility 196

areas 197

2.3.2. Flight Survey of Cranfield Airport 198

A flight was conducted to capture imagery of Cranfield airport, using the Cesium ION 199

platform (a robust, scalable, and secure high fidelity imagery platform for 3D geospatial 200

data [18] ). The Cranfield survey data has been ingested into FUSE visualisation engine 201

(the Unreal engine version of the Deadstick Gaming Model). to provide the high-resolution 202

imagery of the red bonded area in Figure 3. This is shown in Figure 4. 203

Figure 4. Cranfield Airport Survey Image
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2.3.3. GIS Landscape Optimization 204

This work item provided a means to load all the city of Bath’s geographic information 205

and imagery at run time into the Unity-based FUSE environment. With so much high- 206

fidelity data it is difficult for any game system to effectively render the environment and 207

do justice to the detail whilst enabling enough of the landscape to be rendered to keep in 208

focus on the detail when looking out at the horizon. 209

Whilst it is trivial to get the simulated drones to fly over interfaces such as Google 210

Earth which presents reasonable detail when viewed from high above, when you lower the 211

viewport down to street level the aerial google earth imagery shows itself to lack in fidelity, 212

which is why Google supplements it with “street view” imagery. 213

2.3.4. UTM Interface 214

To integrate UAS into the finite volume of airspace safely and efficiently, UAS must 215

be able to detect and be detected using available and recognised electronic conspicuity 216

technology, particularly if operating Beyond Visual Line of Sight (BVLOS) in non-segregated 217

airspace [19]. 218

A key component of electronic conspicuity systems is the Automatic Dependent 219

Surveillance Broadcast (ADS-B) system. ADS-B provides continuous broadcasts of aircraft 220

position, identity, velocity and other information over unencrypted data links [20]. 221

The FUSE simulator can schedule synthetic flights within the environment and output 222

simulated ADS-B streams such that a UTM system may be tested with regards to its 223

ability to process mass simulated UAS. The challenge was on how to facilitate the data 224

exchange between the synthetic environment and the real world, i.e., how the data from the 225

simulated UAS’s may be inputted into a UTM system and how potentially the simulator 226

might receive https://global.gotowebinar.com/join/1556260175638299152/169443037 data 227

from UTM system and import this into the synthetic environment in real-time. Since there 228

are many UTM systems with heterogeneous interfaces the objective is ensuring that FUSE 229

is interoperable with the other systems, and this can be achieved by ensuring that its data 230

output follows a harmonised standard. 231

FUSE works by having a flight scheduler determine the take-off, flight path and 232

landing points of multiple UAS’s in simulated real-time. The data that these UAS’s export 233

as they are flying needs to be achieved in an internationally recognised format. 234

In line with the Civil Aviation Authority’s (CAA) guidance on electronic conspicuity 235

for UAS CAP722 [19] and CAA CAP1391 for electronic conspicuity devices [21], the FUSE 236

simulator will output ADS-B signals for the simulated UAS movements within the virtual 237

environment. The simulated ADS-B signals will take the form shown in Figure 5 and 238

Figure 6. 239

Figure 5. ADS-B Information

Figure 6. Structure of the ADS-B frame

A review was conducted of other potential future systems in order to ensure that the 240

FUSE simulator has the ability to also simulate UAS movement and export the Eurocon- 241
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trol Specification for Surveillance Data Exchange – ASTERIX Part 29 Category 129 UAS 242

Identification Reports [22]. ASTERIX UAS Identification messages are used to transmit an 243

identification code for the UAS together with its position and will take the form in Figure 7. 244

Figure 7. ASTERIX UAS Identification messages

Whilst the above two forms will form the outputs of the FUSE system in terms of UAS 245

reporting data, the system will also has the ability to receive the live ADS-B stream data 246

relevant to the geographic location that the FUSE operator is working with. 247

Figure 8. FUSE simulator showing Mugin UAS flying over Google Earth terrain with ADS-B Infor-
mation in White

2.4. Weather Services Liaison 248

The FUSE simulator can represent all classes of weather and now can access the 249

Copernicus dataset [23], such that FUSE has the potential to access any UK weather for any 250

location, and represent with a good level of accuracy based on the historical records of the 251

last twenty years. 252
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3. Software Architecture 253

As it was already mentioned, the FUSE environment is based on the deadstick immer- 254

sive flight simulator. The following modules comprise the software system. 255

Module Name Code item

Drone Drone performance and dynamics
Drone flight controller

Routing and Navigation Route creation and loading
Route visualization
Drone navigation controller

Terrain Synthesis Elevation data + aerial imagery
Scanned data + 3d building data

Environment Atmospheric rendering
Time of day
Volumetric clouds
Weather effects

Data Acquisition Real-time weather - METAR’s
Traffic - ADSB
NOTAMS
Airspace
Headings
Drone
Controller
Observer
VR

Table 1. Software System Modules.

3.1. Backend development 256

The Backend development builds on the route planning algorithms and builds on the 257

development of the Electric Airspace GIS portal [24]. The details of that environment are 258

described in the following sections. 259

3.1.1. Building the drone operating environment 260

The flight engine has been designed to allow users to build up a detailed representation 261

of the environment in which drone flights will be taking place. Before scheduling a flight, 262

the following information must be loaded into the engine: 263

• Details of the sites a drone will be visiting along its route, including geographical 264

location of any landing pads on site. 265

• Information on the types of drones in operation, including the flight performance and 266

handling characteristics of each, and their battery capacity and range on a full charge. 267

• A register of drones that will be flying, linked back to their type of information, which 268

helps define the types of the journey they can undertake, and weather conditions they 269

can fly in. 270

• A map of UK airspace restrictions, both permanent and temporary via e.g., NOTAMs, 271

which are used by the routing algorithm to ensure drones do not infringe on controlled 272

airspace [25]. 273

All information about the operating environment is stored in the flight engine’s 274

Structured Query Language (SQL) server database and is automatically used by the routing 275

algorithm when scheduling new flights. At present, the database includes a map of UK 276

airspace restrictions from the OpenAirspace data set [26]. This will be upgraded to the full 277

ICAO airspace dataset [27]. 278
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3.1.2. Flight scheduling 279

Once the information above has been loaded into the flight engine, new drone flights 280

can be planned and scheduled by providing a few basic pieces of information to the 281

Application Programming Interface (API) schedule endpoint, as follows: 282

• A list of the site landing pads that must be visited along a route. 283

• The ID of the drone, which will be flying the route. 284

• The anticipated take-off time of the drone when leaving its starting site. 285

• Optionally, information on the drone endurance (if it is partially charged) and required 286

layover time at any stops en-route to the final destination. 287

The flight engine will then generate an optimised route for the drone, avoiding con- 288

trolled airspace and including stops at each site en-route. If required, it can also provide a 289

comparative road route, and generate statistics on carbon and time savings of using a drone 290

versus an internal combustion engines or electric road vehicle. This routing information 291

can be accessed from the API route endpoints. 292

3.1.3. Weather module 293

Incorporating weather information into the routing and scheduling algorithm is im- 294

portant to understand how trends in local and synoptic weather conditions will affect drone 295

flight performance and their ability to operate on given days at different times of the year. 296

Our initial study in this area has consisted of profiling the weather conditions over 297

the Morecambe Bay region to verify how often the conditions are favourable for drone 298

flights to take place. This has been done to lend support to provide FUSE with yet another 299

real-world use case. This demonstrates FUSE’s capabilities to model the historic weather 300

and when linked to the FUSE visualisation engine, will allow the synthetic environment to 301

model the historical average weather, be that on a per month request, per date request or 302

average weather across the year. 303

3.1.4. Flight Engine Architecture and Hosting 304

The drone flight engine is written in .NET5 and presented as a secure cloud-hosted 305

REST API, which is currently accessible at [28]. The system is connected to a SQL Server 306

database, which stores information about the drone operating environment as well as 307

a complete record of scheduled flights and their associated routing information. API 308

endpoints are being developed to integrate the flight engine with the XMap system from 309

GeoXphere [29] and the VR modelling environment provided by REMEX [30]. 310

Figure 9. Flight Engine REST API
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The system is currently hosted in the Microsoft Azure and supported by a Continuous 311

Integration / Continuous Delivery (CI/CD) pipeline hosted on Azure DevOps, which 312

manages automated code testing, deployment configuration, and publishing of new code 313

as it becomes ready for release. 314

However, complexities in publishing from .NET to Amazon Web Services (AWS) have 315

so far resulted in difficulties around securing the API (particularly HTTPS encryption 316

of data in transit), and reliably connecting the flight engine to its SQL database. We are 317

working with Amazon to understand these issues and develop a solution that will integrate 318

with the used CI/CD pipelines and allow reliable updates to the API as development 319

continues. 320

3.1.5. Flight Engine Database 321

The flight engine database (Figure 10) contains the following components: 322

• Site: Premises that contain one or more landing pads. Includes mean historical wind 323

data. Lat/Long for site entrance on e.g., SatNav. Windspeed in knots and direction in 324

degrees. 325

• Pad: Where the drones actually land. Lat/Long is for the centre of the landing pad 326

itself. Altitude is in metres Above Mean Sea Level (AMSL). 327

• WeatherForecast: Up-to-date weather forecast containing parameters which may 328

affect drone flight performance on a given route. Can be used to flag problems with 329

a scheduled take-off of a given drone. Windspeed in knots, direction in degrees, 330

temperature in Celsius, pressure in h Pa, visibility in m. 331

• DroneModel: The type of drone that may be flying a route. The model includes flight 332

parameters that will affect a drone’s ability to carry out a scheduled flight under 333

different atmospheric conditions. 334

• Drone: The ID details of the individual drone of a given type, which will fly a route. 335

• Waypoint and GroundWaypoint: Waypoints on a route. Seconds from start is in 336

seconds from take-off time in Schedule. Height in metres AMSL. 337

• Schedule: A scheduled drone take-off on a given route. This uses multiple records to 338

build a timetable an includes take-off parameters that may affect flight performance 339

(needs review). Endurance in minutes. Weight in kilograms (kg). 340

• AirspaceRestriction and AirspaceRestrictionVertex: Store the airspace restriction ge- 341

ometry used by the routing algorithm to avoid airspace that a drone cannot fly into. 342

• DeconflictionLeg: Stores pairs of legs that come within 50 m of each other in latitude, 343

longitude and altitude that are e used for route deconfliction logic. The WayPointindex 344

for each route is the start index of the leg. The end index will be this +1. 345

• RouteConflicts: Full X, Y, Z, T coordinates of conflict start and end, where drone sepa- 346

ration is < 50 m between two scheduled fights. Stored explicitly for rapid visualisation 347

of the conflict in VR. MinSeparation specifies how close the two drones will come at 348

closest approach. 349
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Figure 10. Flight Engine Database Schema

3.1.6. Redeveloping the FUSE Visualisation Engine 350

This was an issue on both a pipeline level (trying to identify what tools/formats could 351

be used to process the data into a usable format) and at runtime level, where a custom 352

streaming solution would be required to read the data, process it and deliver it at varying 353

different Level of Detail (LOD) chunks so to be performant and fit in memory. 354

Upon further investigation, it became apparent that such a runtime solution for dealing 355

with complex 3D geospatial content had already been implemented in the form of 3D tiles 356

and in a manner that would allow GeoXphere to easily push and process data in a format 357

that was runtime ready via the Cesium ION platform. 358

An implementation was provided in Unreal and after some analysis, it quickly became 359

apparent that the cost to port the existing FUSE functionality was vastly outweighed by the 360

benefit in risk removed by the need to generate complex bespoke tooling and streaming 361

solutions. Subsequently, the decision was made to switch to Unreal engine and the existing 362

functionality has been ported to ensure 1:1 functionality. 363

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 26 May 2022                   doi:10.20944/preprints202205.0354.v1

https://doi.org/10.20944/preprints202205.0354.v1


13 of 17

3.1.7. The porting to Unreal from Unity 364

Unity and Unreal are very different with regard to their architecture. The former using 365

the Mono libraries to take advantage of C# and .NET to lower the barrier for development 366

and iteration, the latter, using C++ to provide lower-level access and, with it, performance. 367

The port, therefore, presented many potential risks as there would be a need to rewrite 368

much of the functionality required for FUSE. Those risks were outweighed, however, by 369

the functionality that was provided by Cesium ION platform with regards to the terrain 370

streaming, GIS support and the pipelines that would allow to seamlessly import scanned 371

data for the city of Bath and Cranfield. Much time was dedicated in the development 372

schedule to the creation of such functionality within Unity, it was quickly realised however 373

that the same time could be used to port the functionality developed for FUSE, which 374

due to its modular nature and known quantity would be a much simpler job and lower 375

risk. This was further solidified after early tests with Cesium in Unreal demonstrated that 376

it was possible to import the scanned data with promising results. The port, whilst not 377

insignificant, went very smoothly. 378

3.1.8. Data export to Deadstick Gaming Model 379

Using the Cesium ION platform, the Cranfield survey data has been ingested into 380

FUSE visualisation engine (the Unreal engine version of the Deadstick Gaming Model) to 381

provide the high-fidelity terrain and building data for the area around Cranfield Airport as 382

depicted in Figure 10. 383

4. Use Cases 384

FUSE has created a synthetic environment for both Bath and Cranfield. The Cranfield 385

environment has been optimized with detailed modelling applied, whereas the Bath model 386

has not yet but will be in the future. The Cranfield model has been used for test and 387

validation and port to Bath as we were working with that local authority and with Bath 388

being a national heritage site, it is a good test case for Local Authorities drone regulations. 389

4.1. Design of Synthetic Version of the City of Bath 390

The city of Bath was chosen because of the accessibility of its high-resolution pho- 391

togrammetry data through GeoXphere for the region and the Digital Elevation Model 392

(DEM) model was populated with previously acquired photogrammetry data. Figure 11 393

details FUSE’s ability to model drone operations over the urban landscape. 394

The deployment of FUSE working on a VR headset (Oculus Rift) was well-received 395

at DroneX with significant interest regarding the ability of the synthetic environment to 396

represent the effect that drones will have on the skies above Bath. This was the original 397

concept behind the FUSE project. 398

4.2. Design of Synthetic Version of Cranfield Airport 399

Using the photogrammetry data, a high-resolution model of the airfield has been 400

created. It was also possible to fly drones synthetically around the airfield as well as being 401

able to recreate historic flights from ADS-B data. As can be seen in Figure 12, a pretty 402

accurate synthetic version of Cranfield airport and the old control tower was created. It has 403

been able to deploy drones into the circuit synthetically and to realise the historic flight 404

paths of aircraft within FUSE. 405

4.3. Review of Data from FUSE Simulator 406

The 12 months’ worth of historic ADS-B data for the Cranfield area was provided 407

by Selborne Technologies [31]. The data has been extracted and rendered into Google 408

Earth historic ADS-B tracks. Working with a different dataset from the same historic 409

ADS-B source, it has been able to visualise all aircraft (equipped with ADS-B or Secondary 410

Surveillance Radar (SSR) Transponder) passing across a similar geographic area as it is 411

shown in Figure 13. 412
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(a) Multiple drones overhead the city (b) Users position themselves anywhere in Bath
and witness the effect of the drones overhead

(c) FUSE enables lateral separation distances to
be established even allowing for deliveries

(d) Audio modelling of the drones so the user
can hear the effects of the drone deliveries.

Figure 11. Synthetic Version of the City of Bath

(a) Approaching Cranfield towards one of the
disused runways.

(b) The view from the tower.

(c) The Track of the RPAS overhead the main
runway

(d) The RPAS holding at the entry to the NBEC
with fading light

Figure 12. Synthetic Version of Cranfield Airport
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Figure 13. FUSE visualisation of historic ADS-B tracks

Being able to visualise past aviation traffic for any region gives FUSE huge potential 413

with regards to the modelling of airspace for utilisation by drone or electric Air Taxi usage. 414

The software developed to do this enables FUSE to provide historic usage analysis for 415

airspace in support of Airspace Change Processes, which will have significant relevance for 416

the planning of Urban Airspace. 417

The export of the processed historic ADS-B data was done in a manner where it could 418

be imported into the FUSE synthetic environment in Unreal engine. This was a significant 419

piece of work as it meant that FUSE needed to be able to read in a database of other flight 420

information as opposed to reading in the live ADS-B stream that was previously presented. 421

Various historic flights were singled out for rendering and were implemented for 422

testing into the FUSE engine, to validate that it can access the historic data. This was done 423

through a separate hard coded interface, rather then try and modify the Miralis FUSE Rest 424

API flight planning interface. 425

5. Conclusions 426

In this paper the design of the Future Urban Synthetic Environment (FUSE) was 427

presented. This is the first time a gaming engine has used this level of photogrammetry 428

data to provide an environment within which drone operations may be modelled. FUSE can 429

be used anywhere where photogrammetry data of this fidelity exists to augment existing 430

digital elevation and terrain models, which enables FUSE to be a significant tool for any 431

Local Authorities looking to understand how urban drone operations may affect their 432

local populations. FUSE has also the ability to recreate aircraft movements from historic 433

data, so for drone operations near active airfields it was able to model the historic aircraft 434

saturations of airspace and how commercial drone operations in the local vicinity may 435

affect the airfield or maybe affected by the airfields’ historic and planned operations. 436

However, FUSE needs to bring together more of the elements that have been created 437

at runtime and do this in more elegant ways. It can recreate all manner of variables and 438

combinations of variables within the synthetic environment, but this needs time to bug 439

fix, and to make the data exchange more fluid between software elements. The 2D GIS 440

flight planning interface, that calls the routing algorithm, needs a more eloquent way of 441

communicating with the 3D FUSE interface. Opportunities exist within the gaming market 442

to provide a gamified drone planning tool which could end up as a game title in its own 443

right. 444

As an outlook, it is aimed to take the developed system and build it specifically for 445

Local Authorities enabling them to plan ahead to support drones in their local urban 446

airspace. To do this there is a need to create a Bylaw that publishes its impacts through 447

FUSE to UTM systems, such that operators may know the local desired flight rate over 448

specific urban densities. Furthermore, it is planned to operate real flights at Cranfield 449

airport to validate the FUSE system in real conditions. FUSE has also the potential to model 450

UTM data in the future when more established datasets become publicly available. One of 451

the simplest next steps would be also to export weather models that have been created into 452
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a UTM system such that historic analysis, plus live weather data may be analysed together 453

for example for incident investigation purposes. 454
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