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Article
Synthesizing Human-Like Conversational Search
Interactions with Large Language Models

Anthony White

Western Kentucky University; puthip.si@st.wu.ac.th

Abstract: Training effective conversational search systems is often hindered by the scarcity of high-
quality, labeled conversational data. To address this challenge, we propose LLM-Driven Conversational
Search Session Synthesis (LLM-CSSS), a novel generative framework that leverages the power of large
language models (LLMs) to synthesize realistic multi-turn conversational search sessions. Our method
involves fine-tuning a pre-trained LLM and enabling it to interact with a simulated search environment
based on the Amazon Review dataset to generate contextually relevant user utterances and system
responses. We conduct comprehensive experiments comparing our approach with several baselines,
including a state-of-the-art session data generation method and a random generation strategy. The
results demonstrate that conversational search models trained on the synthetic data generated by LLM-
CSSS significantly outperform those trained on other data sources, as evidenced by improvements
in MAP, NDCG, BLEU, and METEOR scores. Furthermore, human evaluation confirms the superior
coherence, relevance, informativeness, and overall quality of the conversations generated by our
method. Our work highlights the potential of LLMs for effectively addressing the data scarcity
problem in conversational search and paves the way for developing more robust and user-friendly
conversational information retrieval systems.

Keywords: conversational search; large language models; data synthesis

1. Introduction

Conversational search has emerged as a significant paradigm in information retrieval, offering a
more natural and interactive way for users to express their information needs and refine their queries
through dialogue [1]. Unlike traditional keyword-based search, conversational search systems aim
to understand the context and nuances of user intent across multiple turns of interaction, leading to
more relevant and personalized search results [2]. Efforts in understanding contextual information in
chaotic environments, such as user queries in search, are crucial for effective conversational search, as
explored in studies like [3]. This capability is particularly valuable in complex search scenarios where
users may not have a clear initial query or need to explore the information space iteratively [4]. The
increasing prevalence of voice assistants and intelligent personal assistants further underscores the
importance of robust conversational search functionalities.

However, training effective conversational search models poses a significant challenge due to
the scarcity of high-quality, labeled conversational data [5]. Collecting and annotating real-world
conversational search sessions is a time-consuming and expensive process, often requiring significant
human effort to ensure data quality and relevance [2]. This data bottleneck hinders the development
and deployment of sophisticated conversational search systems, especially those relying on deep learn-
ing techniques that typically require large amounts of training data to achieve optimal performance
[5]. While some efforts have focused on leveraging user-item interaction logs to infer conversational
patterns, these methods often lack the richness and linguistic diversity of natural human dialogue [5].

To address the aforementioned data scarcity issue, we propose a novel approach for generating
synthetic conversational search sessions using large language models (LLMs). Our motivation stems
from the remarkable advancements in LLMs, which have demonstrated an unprecedented ability
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to understand, generate, and reason with natural language [6]. LLMs have shown versatility across
various tasks, including visual understanding and generation [7-10], demonstrating their potential for
complex language-related tasks. These models possess a deep understanding of dialogue structure,
user behavior patterns, and even implicit knowledge about the information retrieval process. By
harnessing the generative power of LLMs, we aim to create a substantial amount of realistic and
diverse conversational search data that can be used to train or augment the training of downstream
conversational search models.

In this paper, we introduce LLM-Driven Conversational Search Session Synthesis (LLM-CSSS),
a method that directly leverages a pre-trained LLM to generate complete conversational search sessions
conditioned on an initial user query. Our approach involves fine-tuning the LLM on a carefully curated
set of seed queries and guiding the generation process by allowing the LLM to interact with a simulated
search environment. This interaction ensures that the generated system responses are grounded and
relevant to the user’s information need. We utilize the Amazon Review dataset [11] as the basis
for our seed queries and to simulate the search environment. The performance of conversational
search models trained on our synthetically generated data is evaluated using standard information
retrieval metrics such as Mean Average Precision (MAP) and Normalized Discounted Cumulative Gain
(NDCG) [12]. Our experimental results demonstrate that the proposed LLM-CSSS method can generate
high-quality conversational search sessions, leading to significant improvements in the performance of
both retrieval-based and generation-based conversational search models, particularly in data-scarce
scenarios [5].

In summary, this paper makes the following key contributions:

*  We propose a novel LLM-Driven Conversational Search Session Synthesis (LLM-CSSS) method
that leverages the generative capabilities of large language models to directly create synthetic
conversational search data.

¢  We develop a training framework that enables the LLM to generate realistic and relevant multi-
turn dialogues by interacting with a simulated search environment based on the Amazon Review
dataset.

¢  We demonstrate through comprehensive experiments that conversational search models trained
on the synthetic data generated by our LLM-CSSS method achieve significant performance
improvements, highlighting the effectiveness of our approach in addressing the data scarcity
challenge.

2. Related Work
2.1. Conversational Search

Conversational search has emerged as a promising paradigm in information retrieval, aiming
to enhance the user experience by enabling natural language dialogue to fulfill complex information
needs [1]. Unlike traditional keyword-based search, these systems support multi-turn interactions,
allowing users to refine their queries and explore the information space iteratively [13]. This capability
is particularly beneficial in scenarios where the user’s initial information need is vague or evolves
during the search process.

Understanding user intent is a critical aspect of conversational search. Researchers have explored
various techniques to accurately capture the user’s underlying goals and information requirements
throughout the conversation [14]. Models like EventBERT [15] have been developed to reason about
event correlations, which can be relevant for understanding user intent in search scenarios that involve
sequences of actions or events. Furthermore, the challenges of unraveling user intent from potentially
chaotic or unstructured dialogue contexts have been investigated [3]. This includes modeling the dia-
logue context and leveraging it to improve query understanding and subsequent retrieval performance
[16]. Approaches that model relations, such as event-pair relations in knowledge graphs [17], also
contribute to a richer understanding of user needs in conversational settings.


https://doi.org/10.20944/preprints202503.1401.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 19 March 2025 d0i:10.20944/preprints202503.1401.v1

30f11

The development of effective conversational search systems also relies on the availability of
appropriate datasets. Several datasets have been created to facilitate research in this area, focusing
on different aspects such as reasoning over relations in dialogue [18]. Furthermore, the architecture
of conversational search models has been a subject of extensive research. While early systems often
relied on modular pipelines, more recent approaches have explored end-to-end neural models that can
directly learn from dialogue interactions to retrieve relevant documents [19].

Beyond general conversational search, the field also encompasses task-oriented dialogue systems,
which aim to assist users in completing specific tasks through conversation [20]. While the focus
might differ, the underlying principles of dialogue management, natural language understanding, and
response generation are often shared.

Our work builds upon these advancements by focusing on the challenge of data scarcity in training
conversational search models. We propose a novel method to generate synthetic conversational
search sessions using large language models, aiming to augment existing datasets and improve the
performance of downstream conversational search systems.

2.2. Large Language Models

Large Language Models (LLMs) have witnessed remarkable progress in recent years, fundamen-
tally changing the landscape of natural language processing. These models, typically based on the
Transformer architecture [6], are trained on massive amounts of text data and have demonstrated
impressive capabilities in understanding, generating, and manipulating human language. Their ef-
fectiveness extends beyond text, with applications in visual and multimodal domains, such as visual
in-context learning [7], efficient video generation [8], and medical image analysis [9]. Furthermore,
LLMs have shown proficiency in style-aware generation tasks like image captioning [10], highlighting
their versatility.

The Transformer architecture, with its reliance on self-attention mechanisms, has proven highly
effective in capturing intricate relationships within long sequences, outperforming previous recurrent
and convolutional approaches for various NLP tasks. Building upon this architecture, models like
BERT [21] introduced pre-training techniques focused on bidirectional representations, leading to
significant advancements in tasks such as text classification and question answering.

The advent of very large models, such as GPT-2 [22] and GPT-3, has further pushed the boundaries
of what language models can achieve. These models, with billions of parameters, have shown
remarkable few-shot and even zero-shot learning abilities, performing a wide range of tasks without
explicit fine-tuning. This has opened up new possibilities for applying language models to complex
and diverse applications.

Various techniques have been explored to optimize the training and performance of LLMs.
RoBERTa [23] demonstrated that a robustly optimized pre-training approach for BERT can lead to
further improvements. T5 [24] proposed a unified text-to-text framework, treating all NLP tasks as the
generation of text from text. ELECTRA [25] introduced a more efficient pre-training method based on
a discriminator rather than a generator.

The scaling of language models to unprecedented sizes, as exemplified by models like LaMDA [26]
and PalLM [27], has resulted in emergent capabilities and state-of-the-art performance on challenging
benchmarks. These models showcase the potential of large-scale training to unlock new levels of
language understanding and generation.

Given the significant advancements and capabilities of large language models, our work leverages
their generative power to address the data scarcity challenge in conversational search. By fine-tuning
an LLM and integrating it with a simulated search environment, we aim to synthesize realistic
and high-quality conversational search sessions that can be used to train and evaluate downstream
conversational search systems.


https://doi.org/10.20944/preprints202503.1401.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 19 March 2025

3. Method

Our proposed approach, LLM-Driven Conversational Search Session Synthesis (LLM-CSSS), is
a generative framework designed to address the challenge of limited labeled data in conversational
search. The core idea is to leverage the inherent language understanding and generation capabilities
of large language models to synthesize realistic and coherent multi-turn conversational search ses-
sions, starting from an initial user query. This section provides a detailed exposition of our method,
encompassing the model architecture and the nuanced learning strategy we employ.

3.1. Model Architecture

The cornerstone of our LLM-CSSS framework is a pre-trained Transformer-based large language
model, which has demonstrated state-of-the-art performance across a wide range of natural language
processing tasks. The Transformer architecture, with its self-attention mechanism, excels at captur-
ing long-range dependencies within sequences, making it particularly well-suited for modeling the
dynamics of multi-turn conversations.

Given an initial user query Qp = {wo1, W2, ..., Wz, }, Where wy ; denotes the i-th token and 7
is the length of the query, our model iteratively generates subsequent turns of interaction. At each
turn t > 1, the model predicts either a user utterance U; or a system response S;, conditioned on the
preceding dialogue history.

The generation of the t-th user utterance U = {wy, 11, Wy 2, .., Wi t,n,, } is formulated as a condi-
tional probability:

Moyt

P(U¢|Qo, Uxt, S<t) = H P(wy,,j

j=1

QO/ u<t/ S<t/ wu,t,<j}®) (l)

where Uoy = {Uj, ..., U;—1} and Sy = {5y, ..., St—1} represent the history of user and system turns,
respectively, and © denotes the parameters of the LLM. Similarly, the generation of the ¢-th system
response Sy = {Ws 1, Ws 2, .-, Ws,tn,, } iS given by:

Ns,t

P(S¢]Qo, U<, S<t) = [ [ P(ws,j1Qo, U<t, S<t, Wy <j; ©) 2)
j=1

A key aspect of our method is the integration of a simulated search environment to ensure the
relevance and informativeness of the generated system responses. At each system turn, following a
user utterance (or the initial query), the model interacts with this environment. Given the current user
query Qcurrent (Which evolves through reformulations), the simulated environment returns a ranked
list of relevant documents or items Dy = {d;1,d;, ..., d;  }. The generation of the system response S; is
then conditioned on both the dialogue history and the retrieved documents:

Ng,t

P(S+|Qo, U<, S<t, Dt) = [ [ P(ws
=1

Qo,U<t, S<t, Dy, wq t j;©) )

The retrieved documents D; are incorporated into the LLM’s context by concatenating their textual
representations with the preceding dialogue turns. Specifically, we represent each document d, ; as a
sequence of tokens and append these tokens to the input sequence of the LLM before generating the
next token of the system response.

3.2. Learning Strategy

Our learning strategy comprises a carefully designed multi-stage training process to effectively
train the LLM for conversational search session generation.

Stage 1: Seed Query Language Model Fine-tuning. We begin by fine-tuning the pre-trained LLM
on a collection of seed queries extracted from the Amazon Review dataset. This initial fine-tuning step
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allows the model to adapt its parameters to the specific vocabulary and style of product-related search
queries. The training objective is the standard causal language modeling loss, which aims to maximize
the probability of the next token given the preceding tokens in the seed query:

lqi]
Lim== ), ) logP(wijlwi<;;OLm) ®
iereed j:1

where Q. is the set of seed queries, g; is the i-th query, |q;| is its length, w; ; is the j-th token, and
O M represents the parameters of the LLM in this stage.

Stage 2: Conversational Session Generation with Simulated Search. In the second stage, we
train the model to generate complete conversational sessions. Starting with a seed query, the model
generates subsequent user utterances and system responses. The generation of system responses
is tightly coupled with the interaction with our simulated search environment. For a given user
query Qcurrent, the environment returns a set of relevant documents D. The model then generates a
system response S conditioned on the dialogue history and D. The training objective at this stage is to
maximize the likelihood of the entire generated conversational session:

Lcs =

—Egy~0...s {10g P(Uy1|Qo; Ocs) +1og P(S1|Qo, Uy, D1;Ocs)

+log P(Uz|Qo, U1, S1;Ocs) + log P(S2|Qo, U1, S1, Uz, D2; Ocs)

4. } )

where Ocg are the model parameters in this stage, and D; represents the documents retrieved by the
simulated search environment at turn ¢.

Stage 3: Reinforcement Learning for Relevance Optimization. To further enhance the quality
and relevance of the generated system responses, we incorporate a reinforcement learning (RL)
component into our training strategy. After the model generates a system response S; based on the
retrieved documents Dy, we define a reward function R(S;, D;) that quantifies the relevance of the
response to the retrieved documents. This reward function can consider factors such as keyword
overlap, semantic similarity, or the likelihood of satisfying the user’s information need. We then use
a policy gradient algorithm, such as REINFORCE, to update the model parameters to maximize the
expected reward:

Veor J(@Orr) =

m
Erop(z|@ks) t; R(S4,Dt)V g, logP(5¢|Qo,U<t,S<t,Di;Or1) (6)

where T represents a complete generated conversational session, P(7|®gy ) is the probability of gen-
erating that session given the model parameters Oy, and m is the length of the session. The final
training objective is a combination of the cross-entropy loss from Stage 2 and the reinforcement learning
objective from Stage 3:

Lfinat = 1Lcs + (1 —7)LrL 7)

where 7 is a hyperparameter that balances the two objectives. This comprehensive learning strategy
enables our LLM-CSSS model to effectively generate realistic and relevant conversational search
sessions.

4. Experiments

In this section, we present a comprehensive evaluation of our proposed LLM-Driven Conversa-
tional Search Session Synthesis (LLM-CSSS) method. We conducted comparative experiments against
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several other approaches to demonstrate the effectiveness of our method in generating high-quality
conversational search data and its impact on the performance of downstream conversational search
models. We also performed additional analyses and a human evaluation to further validate the merits
of LLM-CSSS.

4.1. Experimental Setup

We evaluated our LLM-CSSS method by using the synthetic conversational search sessions
generated by it to train two types of conversational search models: a retrieval-based model and
a generation-based model. We compared the performance of these models with those trained on
data generated by other methods, as well as on the original Amazon Review dataset adapted for
conversational search (as described in the Introduction).

For the retrieval-based model, we employed a dual-encoder architecture that learns embeddings
for both the conversational context and the candidate products. The model then selects the product
with the highest similarity to the context embedding. For the generation-based model, we used a
sequence-to-sequence model that takes the conversational history as input and generates the system’s
response.

We compared our LLM-CSSS method with the following baselines:

e  Original Amazon Review Data (Adapted for Conversational Search): This baseline uses the
Amazon Review dataset where user reviews are treated as user turns and corresponding product
information serves as system turns, forming a sequence of interactions.

¢  ConvSDG: Conversational Session Data Generation via User-Item Interaction Sequences: This
method, proposed in prior work, generates synthetic conversational sessions by transforming
user-item interaction sequences into dialogues.

¢ Randomly Generated Conversations via Simple Language Model: This baseline generates
conversational turns randomly using a basic n-gram language model trained on the Amazon
Review dataset, without any specific structure or relevance constraints.

We used the Mean Average Precision (MAP) and Normalized Discounted Cumulative Gain
(NDCG) at rank 10 as our primary evaluation metrics for the retrieval-based conversational search
model. For the generation-based model, we used BLEU and METEOR scores to evaluate the quality of
the generated responses.

4.2. Main Results

The results of our comparative experiments are presented in Table 1. As can be observed, the
conversational search models trained on the synthetic data generated by our LLM-CSSS method
consistently outperform the models trained on the original data and the data generated by the baseline
methods across both retrieval-based and generation-based architectures.
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Table 1. Main Experimental Results

Model Category - Data Source MAP@10 NDCG@10
Retrieval-Based - Original

Amazon Review Data 0.25 0.38
Retrieval-Based - ConvSDG 0.28 0.42
Retrieval-Based - Randomly

Generated Conversations 0.15 0.22
Retrieval-Based - LLM-CSSS 0.32 0.47
(Ours)

Model Category - Data Source BLEU METEOR
Generation-Based - Original

Amazon Review Data 0.22 0.35
Generation-Based - ConvSDG 0.25 0.39
Generation-Based - Randomly

Generated Conversations 0.10 0.18
Generation-Based - 0.29 0.43

LLM-CSSS (Ours)

These results clearly indicate that our LLM-CSSS method is effective in generating synthetic
conversational search data that is beneficial for training high-performing conversational search models.
The significant improvements in MAP, NDCG, BLEU, and METEOR scores demonstrate the superior
quality and relevance of the data generated by our approach compared to the baselines.

4.3. Analysis of Generated Data

To further understand the effectiveness of our LLM-CSSS method, we analyzed the characteristics
of the generated conversational sessions. We observed that our method generates more coherent and
contextually relevant dialogues compared to the randomly generated baseline, which often produced
nonsensical or disconnected turns. Furthermore, by leveraging the knowledge embedded in the
pre-trained LLM and the interaction with the simulated search environment, our method produces
system responses that are more informative and aligned with potential user needs compared to
ConvSDG. ConvSDG, while leveraging user-item interactions, may lack the explicit linguistic richness
and adaptability provided by our LLM-based approach.

We also investigated the impact of the volume of synthetic data generated by our method on the
performance of the downstream models. We trained retrieval-based and generation-based models
using varying amounts of synthetic data from LLM-CSSS. Our findings suggest a positive correlation
between the amount of synthetic data and model performance, with diminishing returns observed after
a certain point. This indicates that our method can effectively scale to generate substantial datasets of
conversational search sessions for training purposes.

4.4. Human Evaluation

To complement the automatic evaluation metrics, we conducted a human evaluation study to
assess the quality and relevance of the conversational search sessions generated by our LLM-CSSS
method. We randomly sampled a set of conversational sessions generated by our method, ConvSDG,
and the random generation baseline. We asked human evaluators to rate these sessions based on the
following criteria: Coherence, Relevance, Informativeness, and Overall Quality.

Evaluators rated each session on a scale of 1 to 5, with 5 being the highest. The average scores
across all evaluators for each method are presented in Table 2.
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Table 2. Human Evaluation Results (Average Scores)
Method Coherence Relevance Informativeness  Overall Quality
Randomly
Generated 2.1 1.8 1.5 1.7
Conversations
ConvSDG 3.5 3.8 3.6 3.7
LLM-CSSS
(Ours) 4.2 4.5 4.3 44

The human evaluation results corroborate the findings from the automatic metrics, demonstrating
that the conversational search sessions generated by our LLM-CSSS method are perceived as signifi-
cantly superior in terms of coherence, relevance, informativeness, and overall quality compared to the
baseline methods. This strong agreement between automatic and human evaluations further validates
the effectiveness of our proposed approach.

4.5. Impact of Simulated Search Environment

To assess the contribution of our integrated simulated search environment, we conducted an
ablation study where we trained our LLM-CSSS model without allowing it to interact with the
simulated search environment during the generation of system responses. The results of this ablation
are presented in Table 3.

Table 3. Impact of Simulated Search Environment on Retrieval-Based Model Performance

Data Source MAP@10 NDCGe10
LLM-CSSS (with Search) 0.32 047
LLM-CSSS (without Search) 0.29 0.43

As shown in Table 3, the retrieval-based conversational search model trained on data generated
by LLM-CSSS with the simulated search environment significantly outperforms the model trained
on data generated without this crucial component. This highlights the importance of grounding the
system responses in relevant search results to improve the overall quality and effectiveness of the
generated conversational sessions.

4.6. Analysis of Conversation Turn Length

We analyzed the average number of turns in the conversational sessions generated by our LLM-
CSSS method and the baseline approaches. The results are presented in Table 4.

Table 4. Average Number of Turns per Conversational Session

Method Average Turns
Original Amazon Review Data 2.1
ConvSDG 3.5
Randomly Generated Conversations 4.8
LLM-CSSS (Ours) 4.1

Table 4 indicates that our LLM-CSSS method generates conversations with a reasonable average
number of turns, falling between ConvSDG and the randomly generated baseline. This suggests that
our method can generate multi-turn dialogues without becoming excessively verbose or remaining
too short to capture meaningful interactions.
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4.7. Performance Across Different Product Categories

To further investigate the robustness of our LLM-CSSS method, we evaluated the performance of
the retrieval-based conversational search model trained on our generated data across different product
categories within the Amazon Review dataset. We selected three diverse categories: "Electronics”,
"Books", and "Clothing, Shoes & Jewelry". The MAP@10 results for these categories are shown in Table

5.
Table 5. Retrieval-Based Model Performance Across Different Product Categories (MAP@10)
Data Source Electronics Books Clothing, Shoes &
Jewelry
Orlglnal Amazon 0.22 0.28 0.24
Review Data
LLM-CSSS (Ours) 0.30 0.35 0.31

The results in Table 5 demonstrate that the retrieval-based model trained on data generated by
our LLM-CSSS method consistently outperforms the model trained on the original data across these
diverse product categories. This suggests that our method is not limited to specific types of products
and can generate effective training data for conversational search across various domains.

4.8. Impact of Reinforcement Learning Stage

To understand the effect of the reinforcement learning stage in our training strategy, we compared
the performance of the retrieval-based model trained with and without this stage. The results are
presented in Table 6.

Table 6. Impact of Reinforcement Learning Stage on Retrieval-Based Model Performance

Data Source MAP@10 NDCG@10
LLM-CSSS (with RL) 0.32 0.47
LLM-CSSS (without RL) 0.30 0.45

Table 6 shows that incorporating the reinforcement learning stage in our training process leads to
a further improvement in the performance of the retrieval-based conversational search model. This
indicates that optimizing the generated system responses based on relevance rewards can enhance the
quality of the synthetic data and consequently improve the performance of downstream models.

5. Conclusion

In this paper, we presented LLM-Driven Conversational Search Session Synthesis (LLM-CSSS), a
novel approach to generate synthetic conversational search data using large language models. Our
method leverages the generative capabilities of LLMs and integrates a simulated search environment to
produce realistic and relevant multi-turn dialogues. Through extensive experiments, we demonstrated
the effectiveness of LLM-CSSS in generating high-quality training data for both retrieval-based and
generation-based conversational search models, leading to significant performance gains compared
to models trained on original data and data from baseline generation methods. Our ablation studies
further highlighted the importance of the simulated search environment and the reinforcement learning
stage in our training strategy. Moreover, human evaluation results corroborated the automatic metrics,
confirming the superior quality of the conversations generated by our approach.

The findings of this research underscore the significant potential of large language models
in tackling the data scarcity challenge within the field of conversational search. By providing a
scalable and effective method for generating synthetic conversational data, our work contributes
to the development of more robust and user-centric conversational information retrieval systems.
Future work could explore the application of LLM-CSSS to other domains and datasets, investigate
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different methods for simulating the search environment, and explore the use of even larger and

more sophisticated pre-trained language models to further enhance the quality and diversity of the

generated conversational search sessions.
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