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Abstract

In the digital environment, e-Commerce platforms have accumulated a large amount of both structured
and unstructured data. As a core carrier of user perception, review content has a significant impact on
consumer behavior and platform operations. This paper, based on Python programming, relies on
multi-source review samples to construct a multi-level analytical framework. It combines sentiment
annotation, behavioral variable extraction, and time series modeling to systematically explore the
emotional characteristics and behavioral patterns within the reviews. Machine learning methods are
employed to improve the accuracy of text classification, and trend prediction models are built to identify
the evolution path of sentiment. Experimental results show that negative emotions possess stronger
behavioral guiding power in user feedback, and the models perform stably in both classification and
prediction tasks. This study provides data support for platforms to optimize user experience, enhance
public opinion monitoring, and formulate marketing strategies.
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1. Introduction

In the digital era, e-Commerce has become an important component of the global economy. With
the rapid development of e-Commerce platforms, the explosive growth of product information and
consumer review data has brought unprecedented opportunities and challenges to both merchants and
researchers. These data contain valuable business insights that are of significant value in understanding
market dynamics, optimizing product strategies, and improving customer satisfaction. However,
how to extract useful information from massive datasets and transform it into actionable business
intelligence remains one of the urgent problems in the current e-Commerce field.

As an efficient, easy-to-learn, and powerful programming language, Python has been widely
applied in the field of data analysis. Its rich data processing libraries and visualization tools, such as
Pandas, Numpy, and Matplotlib, provide great convenience for handling and analyzing large-scale
datasets. Python-based data analysis methods not only effectively process structured data, but also
address challenges posed by unstructured texts, such as sentiment analysis of consumer reviews.

This study aims to explore how to use Python and its related libraries to conduct data analysis
on product information and reviews on e-commerce platforms. It first introduces the application
background of Python in data analysis and then elaborates on the main content and methodology of
the research. Through a real case study on an e-Commerce platform, it demonstrates how to perform
data cleaning, processing, visualization, and modeling analysis of product review information using
Python and how to perform sentiment analysis and topic mining of consumer reviews. Based on this,
the study explores how the results of the data analysis can assist merchants in optimizing product
strategies, improving user satisfaction, and forecasting market trends.
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2. Introduction to the Python Language
2.1. Basic Concepts

Python is a high-level programming language created by Guido van Rossum and released in
1991. Its design philosophy emphasizes the readability and simplicity of the code. As an interpreted
and dynamically typed multi-paradigm language, Python reduces development complexity through
features such as automatic memory management, enforced indentation syntax, and cross-platform
compatibility. According to the TIOBE Programming Language Index (March 2025), Python has
remained among the top three programming languages for five consecutive years and currently holds
the top position. Its open-source ecosystem, maintained through the PyPI platform, hosts more than
300,000 third-party libraries, covering areas including scientific computing, artificial intelligence, and
full-stack web development [1].

2.2. Environment and Features

Python’s advantages in scientific computing stem from the synergy between its language features
and its extensive ecosystem. Its dynamic type system allows for runtime type inference, reducing code
complexity. The layered toolchain composed of standard and third-party libraries provides modular
solutions for interdisciplinary research. Furthermore, Python’s support for multiple programming
paradigms—including object-oriented, functional, and procedural programming—offers flexibility for
developers. When combined with Jupyter Notebook, an interactive execution environment, it enables
real-time visualization and simultaneous algorithm debugging.

2.3. Syntax and Applications

The syntax of Python prioritizes clarity and readability, using strict indentation rules to enforce
consistent structure while avoiding redundant symbols. The language supports various paradigms
such as object-oriented and functional programming. Thanks to its open-source nature, ease of use,
and a vast ecosystem of powerful third-party libraries, Python has found widespread application
in areas including web scraping, data analysis, machine learning, artificial intelligence, and cloud
computing [2].

3. Data Collection

Data collection represents the initial and foundational step in the data analysis process. Its primary
objective is to obtain high-quality and highly accessible data from diverse sources. In the context of
analyzing product information and customer reviews on e-commerce platforms, the accuracy and
completeness of the collected data directly determine the effectiveness and reliability of subsequent
analytical outcomes.

3.1. Working Principle

Data collection using Python, commonly referred to as web crawling, involves a program or
script that automatically retrieves information from the internet based on predefined rules [3]. As a
scripting language, Python offers a comprehensive suite of web crawling tools, including Requests,
BeautifulSoup, and Selenium, which collectively support nearly all standard functionalities. These
tools enable efficient tag filtering and rapid webpage retrieval using highly concise code.

The core working principle of a web crawler typically encompasses four main steps: data acquisi-
tion, data parsing, data extraction, and data storage.

3.2. Collection Methods and Process
3.2.1. Requests Technology

Among the essential tools for web crawling in Python, the Requests library stands out for its
simplicity and effectiveness. It mimics user behavior by accessing URLs and submitting network
requests to servers, thereby enabling the automatic retrieval of HTML content from web pages [4].
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Prior to initiating data collection with Requests, it is necessary to import the library, specify the target
URL, and configure request headers. These headers typically include fields such as User-Agent and
From, which help identify the source of the request and improve compatibility with the target server.

Implementing data acquisition with Requests generally involves four key steps: sending HTTP
requests, parsing the response content, handling exceptions and anti-crawling mechanisms, and saving
the acquired data in a structured format.

As an illustration, the code below sends a legitimate HITP GET request to a test endpoint
(https:/ /httpbin.org/get) using the Requests library. A retry mechanism is included to enhance
robustness, as shown in Figure 1.

import requests
import time
from requests.adapters import HTTPAdapter
from urllib3.util.retry import Retry
def legal requests_demo():
url = 'https://httpbin.org/get’
headers = {
"User-Agent": "AcademicResearchBot/1.@ (+https://your.university.edu)",
"From": "research@your.university.edu"

session = requests.Session()
session.mount('https://', HTTPAdapter(
max_retries=Retry(total=3, backoff_factor=0.5, status_forcelist=[508,502,583,584])

))
try:
response = session.get(url, headers=headers, timeout=18)
time.sleep(5)
if response.status_code == 26€6:
data = response.json()
print(f"ifi:RIP: {data['origin']}\niifzk3k: {data['headers']}")
else:
print(fUifiRM, R&fS: {response.status_code}™)
except Exception as e:
print(f"if:RFi: {str(e)}™)

if __name__ == "__main__":
legal_requests_demo()

Figure 1. HTTP request implemented using the Requests library with a retry mechanism

Figure 2 presents the output of a valid request, including the IP address and HTTP header
information returned by the server.

iRIP: 223.104.83.173
iR {'Accept': '*/*', 'Accept-Encoding': 'gzip, deflate, br, zstd', 'From': 'research@your.university.edu', 'Host': 'httpbin.org', 'User-Agent': 'Aca
demicResearchBot/1.0 (+https://your.university.edu)', 'X-Amzn-Trace-Id': 'Root=1-68833aaf-474bd44b517eb79127¢78178"}

Figure 2. Output of the legal request showing IP address and header details

3.2.2. Selenium Technology

Selenium is a powerful automation testing tool. It is an open-source automation framework based
on the WebDriver protocol. By establishing sessions with browser drivers such as GeckoDriver for
Firefox, it enables programmatic control of the browser. It is widely used for browser automation
testing and web data scraping, helping protect user privacy and prevent web crawlers from accessing
data too frequently. Its advantage lies in its ability to visually simulate human interaction. By using
send_keys () to simulate URL input, click() to simulate mouse clicking, and execute_script ()
to execute JavaScript code to scroll, it can reproduce complex dynamic operations. This not only
restores realistic user behavior but also helps avoid anti-crawling mechanisms by spacing requests
reasonably, thereby indirectly ensuring compliance with access frequency. Its multi-language support
capability originates from its architectural design: the core engine exposes operational instructions
through RESTful interfaces, and client libraries in Python, Java, C#, and other languages encapsulate
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those interfaces to achieve functional calls, making it adaptable to the development needs of different
technology stacks [5].
The working process of Selenium technology is illustrated in Figure 3.
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Figure 3. Workflow of Selenium technology

4. Data Processing

During the data acquisition phase, all platform usage policies and relevant legal regulations were
strictly adhered to. As a globally recognized hub for data science, Kaggle aggregates an extensive array
of high-quality open-source datasets, offering a rich repository for interdisciplinary academic research.

This chapter centers on the “Amazon Fine Food Reviews” dataset, curated by user mdraselsarker
and published on the Kaggle platform. It specifically captures user-generated reviews of gourmet
products sold on Amazon, spanning the period from October 1999 to October 2012. The dataset
encompasses 568,454 reviews from 256,059 users and 74,258 distinct products. Among these users,
260 submitted more than 50 reviews [6]. Upon downloading and extracting the dataset from Kaggle,
two essential files are obtained: Reviews.csv and database.sqlite. The Reviews.csv file is directly
derived from the “Reviews” table within the database.sqlite database and is stored in CSV format,
facilitating subsequent data analysis tasks.

Covering over a decade of user activity, the dataset comprises ten key fields: unique review ID
(Id), product ID (ProductId), user ID (UserId), user nickname (ProfileName), timestamp (Time), star
rating from 1 to 5 (Score), number of helpful votes (HelpfulnessNumerator), total number of votes
(HelpfulnessDenominator), review summary (Summary), and full review text (Text). These structured
attributes offer comprehensive and valuable support for the in-depth exploration of product review
patterns, sentiment trends, and user behavioral drivers in the e-commerce domain.

4.1. Data Import

Pandas is an open-source data manipulation library developed based on NumPy. It offers powerful
functionalities for reading, cleaning, and transforming data, making it an essential tool for prepro-
cessing in data analysis workflows. Specifically, it provides high-performance methods for importing
CSV files and converting them into structured data formats, such as DataFrames, which are highly
convenient for subsequent operations and statistical analysis.

4.2. Data Cleaning

Data cleaning involves the handling of missing values, duplicate entries, and outliers. The fields
included in this dataset are as follows:

4.2.1. Missing Value Cleaning

Missing values can cause statistical bias and reduce model performance, and therefore need to be
identified and handled using a systematic method. The isnull() function in the pandas library is used

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.


https://doi.org/10.20944/preprints202508.0067.v1
http://creativecommons.org/licenses/by/4.0/

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 2 August 2025 d0i:10.20944/preprints202508.0067.v1

50f27

to examine each record for missing values, generating a Boolean matrix missing_bool, where a value
of True indicates a missing value (NaN), and False indicates a non-missing value. The sum(axis=0)
method is then used along the column axis to sum the Boolean matrix, resulting in the number of
missing values in each column, stored as missing_counts. Each column’s missing value count is
divided by the total number of rows len(df), multiplied by 100, and rounded to two decimal places to
obtain the missing rate of each field, denoted as missing_rates, which intuitively reflects the missing
status of each field. The results are printed together, as shown in Figure 4.

AR 4L (568454, 10)

AR REREA
Id ProductId UserId ProfileName HelpfulnessNumerator \

® False False False False False

1 False False False False False

2 False False False False False

3 False False False False False

4 False False False False False
HelpfulnessDenominator Score  Time Summary  Text

2] False False False False False

1 False False False False False

2 False False False False False

3 False False False False False

4 False False False False False

P B S
Missing Count Missing Rate (%)

Id e 0.9
ProductId e 8.0
UserId e e.e
ProfileName 26 0.0
HelpfulnessNumerator e 8.0
HelpfulnessDenominator %] 8.0
Score a 8.8
Time e 0.0
Summary 27 0.9
Text %] 8.8

Figure 4. Missing value distribution statistics

4.2.2. Outlier Detection

Clustering algorithms can generally be divided into several types: partitioning methods, hierarchi-
cal methods, density-based methods, grid-based methods, and model-based methods. The partitioning
method is one of these types, which is characterized by fast operation and high accuracy [7]. The
K-Means clustering algorithm is used to detect and identify outliers in the e-commerce review dataset,
with the core logic being that abnormal data points are far from their corresponding cluster centers. The
1-5 star ratings (Score), the number of helpful votes (HelpfulnessNumerator), and the total number of
votes (HelpfulnessDenominator) are selected as three feature columns to construct the feature matrix
for analysis. The KMeans model is initialized with the number of clusters set to 3, and Euclidean
distance (i.e., the straight-line distance between data points and the center point in three-dimensional
space) is used as the similarity metric. The cluster centers are updated through multiple iterations
until their positions become stable. After clustering is completed, the Euclidean distance from each
review to its cluster center is calculated. The greater the distance, the more likely the data is to deviate
from the normal pattern, and it is then judged as an outlier. The specific process is shown in Figure 5.
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Figure 5. Outlier detection workflow

4.2.3. Duplicate Records

Duplicate records in e-commerce review data mainly originate from interface collection anomalies
or user resubmission behavior, and such data can cause statistical bias in analysis results. When
multiple rows of data are completely identical, they need to be deduplicated. The duplicated()
method can be used to detect duplicate data, which returns True if duplicates are found, and the
drop_duplicates () method is used to remove them [8]. According to the business logic characteristics
of e-commerce review data, the globally unique identifier field (Id) generated by the platform is selected
as the basis for deduplication, and drop_duplicates() is executed to remove data, following two core
principles: priority of unique identifiers and adaptation to business scenarios. After deduplication,
redundant records in the dataset are effectively removed; the original data size is reduced from len (df)
to len(clean_df), eliminating the interference of duplicate data in sentiment analysis, high-frequency
word statistics, and other processes, thus laying a high-quality data foundation for subsequent user
behavior analysis. The specific code and result are shown in Figure 6.

clean_df = df.drop_duplicates(subset=['Id"'], keep='first', ignore_index=True)
print(f" LR {len(df)}%. LdE)%MRA: {len(clean_df)}%")

LHATEdE L 5684547k, L)AL 5684547%
Figure 6. Code and result of duplicate record processing

4.3. Data Visualization and Analysis

Key influencing factors in this analysis include total vote count, helpful vote count, sentiment
polarity, rating, review length, and high-frequency words. Taking individual reviews as the unit of
analysis, the study examines intrinsic relationships, distributional characteristics, and latent patterns
across multiple dimensions. By leveraging data visualization and comprehensive analytical techniques,
user behavioral tendencies, sentiment orientations, and core product concerns are systematically
uncovered. These insights provide robust data support and valuable references for optimizing product
strategies, enhancing user experience, and fostering deeper user engagement.

4.3.1. Correlation Between Helpful Votes and Total Votes

Figure 7 shows the relationship between the number of helpful votes and the total number of
votes.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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Figure 7. Scatter plot of helpful votes and total votes

To quantify the degree of correlation between the two, Pearson correlation coefficient is used. The
formula is:

- ):?:1(Xi — X)(Yi — Y)
VIR (X = R)2\ /i (¥ - Y2

where 7 is the correlation coefficient, X; and Y; are the i-th observations of variables X and Y,

respectively, X and Y are the sample means of variables X and Y, and n is the sample size, i.e., the
number of observations. To ensure the scientific validity and reproducibility of the analysis, the
calculation of the correlation coefficient is implemented using the scipy.stats.pearsonr function
in Python [9], which returns the correlation coefficient r and the corresponding p-value. The p-value
represents the probability of obtaining a result as extreme as the observed one under the assumption
that the null hypothesis (i.e., no linear correlation between the two variables) is true. When the
p-value is less than a pre-specified significance level (commonly 0.05), it is considered that a true linear
correlation exists between the variables. The calculation results are shown in Figure 8, indicating that
the correlation coefficient r between the two variables in the scatter plot is 0.98, and the p-value is
approximately 0.00.

Pearson |54 r: ©.98, p {i: ©.00
Figure 8. Calculation result of Pearson correlation coefficient and corresponding p-value

Results indicate a strong and statistically significant positive correlation between the number of
helpful votes and the total number of votes. As shown in the scatter plot, most data points are densely
clustered along a trend line extending from the bottom left to the upper right, visually illustrating
that an increase in total votes is typically accompanied by a corresponding rise in helpful votes. Some
points, however, deviate from this pattern. Reviews with high total vote counts but low helpfulness
may reflect superficial content, lack substantive value, or even contain misleading information, thus

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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failing to earn broad user recognition. In contrast, reviews with fewer total votes yet high helpfulness
may precisely address the needs of specific user groups.

4.3.2. Sentiment Distribution Pie Chart

Figure 9 shows the distribution of sentiment polarity in the comments, covering three categories:
Positive, Neutral, and Negative.

WittRRAR

Neutral

Negative

Positive
Figure 9. Sentiment polarity distribution pie chart

During data preprocessing, the original dataset did not contain a direct “Sentiment” column.
Sentiment polarity labels were inferred for each comment using natural language processing (NLP)
techniques. The specific implementation code is shown in Figure 10.

def plot_sentiment_distribution(df, ax):
def get_sentiment(text):
blob = TextBlob(text)
sentiment = blob.sentiment.polarity
if sentiment > o:
return 'Positive’
elif sentiment < ©:
return 'Negative'
else:
return 'Neutral’

df['Sentiment'] = df["Text'].apply(get_sentiment)

sentiment_counts = df['Sentiment'].value_counts()

ax.pie(sentiment_counts, labels=sentiment_counts.index, autopct='%1.1f%%"', startangle=90)
ax.set_title('FibtsEbefEar i)

Figure 10. Code implementation for pie chart

Sentiment analysis determines public opinion and expression toward products based on online
reviews. Its core task is to classify text as positive, negative, or neutral sentiment. This relies on
techniques such as text analytics, natural language processing (NLP), and computational linguistics
to extract key information from user reviews, helping marketers assess market demand, understand
public emotions and customer attitudes, and support customer base expansion. Technically, sentiment
classification is divided into rule-based methods and machine learning-based automatic methods.
The latter is more widely used due to its deeper understanding of opinionated text. Classifiers such

) 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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as Naive Bayes, Maximum Entropy, and Support Vector Machine (SVM) can enhance classification
accuracy. TextBlob is a Python library that offers a simple API, functioning similarly to Python strings,
and supports NLP tasks such as part-of-speech tagging, noun phrase extraction, sentiment analysis,
classification, and translation [10].

In the function plot_sentiment_distribution, the get_sentiment function is defined to invoke
TextBlob’s sentiment analysis capability. This function takes the text of each comment as input and uses
the sentiment.polarity attribute of TextBlob to calculate the sentiment polarity score. A score greater
than 0 is classified as positive sentiment; a score less than 0 as negative sentiment; and a score equal
to 0 as neutral sentiment. The operation df [’Sentiment’] = df [’Text’].apply(get_sentiment)
applies sentiment polarity labeling to all comments in the DataFrame df, providing the basis for
subsequent analysis.

Compared to the random assignment method using np.random. choice, TextBlob’s sentiment
tagging is based on textual semantics and syntactic information. It follows predefined dictionary
rules and weight computation logic, resulting in outcomes that are stable and interpretable, effectively
avoiding fluctuations that might arise from random assignment.

The final sentiment distribution results show: positive sentiment comments account for 88.3%,
indicating that most users hold a favorable attitude toward the product or service; neutral senti-
ment comments account for only 1.5%, suggesting that a small number of users have ambiguous
attitudes due to average experiences; and negative sentiment comments make up 10.2%, indicating
dissatisfaction among some users.

To quantitatively understand the characteristics and uncertainty of this sentiment distribution,
the concept of information entropy H is introduced. Information entropy is a key metric for measuring
the uncertainty of random variables. In sentiment polarity analysis, it can help assess the dispersion of
sentiment distribution. Its calculation formula is:

H=—

n
pilog, pi
i=1

where p; is the probability of the i-th sentiment category, and 7 is the total number of sentiment
categories (here n = 3, corresponding to Positive, Neutral, and Negative). A higher entropy value
indicates more dispersed sentiment distribution and greater uncertainty, reflecting diverse and incon-
sistent user attitudes; a lower value indicates more concentrated distribution and higher consistency
in user attitudes. Substituting the category proportions into the formula yields an entropy value of
approximately H ~ 0.591. This result shows that the sentiment distribution in the current dataset
is relatively concentrated, and user attitudes are highly consistent, with most users inclined to give
positive evaluations.

4.3.3. Box Plot of Score vs. Review Length

Figure 11 shows the distribution of comment text lengths (measured by character count) under
different rating scores (from 1 to 5 stars), visualized using a box plot.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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Figure 11. Box plot of comment length across different scores

Box plots are composed of three main elements: the box itself, the median line within the box,
and the whiskers. Representing the central 50% of the data, the box spans from the first quartile (Q;),
marking the 25th percentile, to the third quartile (Q3), at the 75th percentile. The interquartile range
(IQR), calculated as IQR = Q3 — Q4, defines the width of the box. A larger IQR indicates greater
variability among the central data, while a smaller IQR suggests a more concentrated distribution.
The line inside the box denotes the median, a measure resilient to outliers and indicative of the data’s
central tendency. Whiskers extend to Q; — 1.5 x IQR and Q3 + 1.5 X IQR, excluding data points
outside this range, which are treated as outliers. These outliers are plotted individually and reflect the
extent of data dispersion. Longer whiskers indicate wider value ranges and greater spread, whereas
shorter whiskers correspond to more tightly clustered data.

According to existing studies, comment length has been found to correlate with fake review labels,
where fake reviews tend to show more concentrated length distributions. This provides empirical
support for the observed clustering of lengths in extreme ratings: short 1-star reviews may involve
emotional or manipulative expressions, while brief 5-star reviews may reflect templated praise. Both
exhibit low dispersion due to the unnatural nature of the content. Furthermore, analysis of review
polarity shows that the sources of fake reviews differ by sentiment polarity—positive fake reviews
often stem from seller inducement, while negative ones may involve competitive manipulation. These
source differences partially explain the length distribution characteristics observed under extreme
ratings. In contrast, 3-star reviews exhibit higher dispersion, aligning more closely with natural,
authentic review behavior [11].

In this study, the character length of each review was calculated using the line df [’ TextLength’]
= df [’Text’] .apply(lambda x: len(str(x))) and stored in a new column named TextLength.
This length was considered an effective quantitative indicator of the internal structure of the review.
Based on this, the sns.boxplot function from the seaborn library was used to create the box plot.
The “Score” served as the horizontal axis grouping variable, while “TextLength” was used on the
vertical axis to show the distribution of comment lengths. The parameter showfliers=False was set
to exclude outliers, in line with the standard practice of focusing box plot visuals on the core data
distribution, thereby better reflecting comment distributions perceptible to actual users.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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Significant heterogeneity is observed in the distribution of comment lengths across different rating
levels. In the case of 1-star reviews, a notably low median length, together with narrow box widths
and short whiskers, indicates a limited interquartile range (IQR) and low dispersion. This pattern
suggests that users are inclined to convey intense negative emotions through succinct expressions,
with the observed variability partially driven by emotional intensity and the presence of manipulative
content. For 2-star ratings, the median comment length increases slightly, and the expansion of both
the box and whiskers reflects a broader IQR and greater dispersion, indicating a shift from purely
emotional outbursts to more varied expressions informed by actual user experience. In contrast,
3-star reviews exhibit the highest median value, the widest box, and the longest whiskers, resulting
in the largest IQR and the greatest overall dispersion. Such characteristics point to more nuanced
and multifaceted user feedback, encompassing ambiguous sentiments and a coexistence of brief and
extensive reviews—features aligned with patterns of spontaneous and authentic expression.

In contrast, 4-star ratings have a median close to that of 3-star ratings, but show different disper-
sion characteristics. This suggests that users recognize product strengths while also focusing on details.
Their comments tend to combine positive sentiment with rational judgments, resulting in a level of
dispersion between that of extreme and moderate ratings. Lastly, 5-star reviews show a lower median
and small IQR, as users often express satisfaction concisely.

The differences in comment length distributions across ratings not only reveal expression patterns
under various emotional inclinations but also reflect intrinsic links to the authenticity of reviews.
These findings further validate the systematic correlation between rating scores and comment length
distributions.

4.3.4. Word Cloud of Frequent Words

Figure 12 presents the word cloud of frequent terms extracted from the review dataset. As a
commonly used tool for visualizing textual data, word clouds provide an intuitive representation
of word frequency through visual weight, enabling rapid identification of central themes and key
information in a text corpus. Traditional word clouds, due to spatial constraints, randomly arrange
words on a canvas. Typically, they compute word frequency from the corpus, sort the terms accordingly,
and adjust font size proportionally to frequency [12].
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Figure 12. Word cloud of frequent terms in reviews

In this figure, the font size reflects the frequency of word occurrences. Notably, terms such
as "brand”, "product”, "taste”, "love”, and “good” appear in large and prominent fonts. These high-

frequency terms encapsulate rich user feedback and reflect the core concerns expressed in user reviews.
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Due to the inherent randomness in word cloud layout algorithms, different visual representations
may emerge from the same text data, with variations in word placement and spatial distribution. How-
ever, despite these visual differences, the identification of core frequent terms remains stable. Therefore,
the analysis and interpretation of users’ key concerns based on word frequency are unaffected by such
randomness.

From the specific visualization of the current word cloud, it can be observed that in the dimen-
sions of product and brand, terms such as “"brand” and “product” occupy prominent positions. This
indicates that users frequently mention the products and their associated brands, demonstrating a
high level of concern for attributes like quality and functionality. In terms of taste and experience, the
frequent appearance of the word “taste”—especially for food-related products—suggests that taste
serves as a critical evaluation criterion. Moreover, positive emotional expressions such as “love” and
"good” appear frequently, reflecting a generally satisfied user experience across the reviewed products.
Additionally, terms like “order” and "use” appear with high frequency, signifying user attention toward
the purchasing and usage processes, including factors such as convenience of purchase and frequency
of use.

4.3.5. Summary Analysis of Visualizations

Through multi-dimensional data visualization and analysis, this study reveals the internal associa-
tions among various features within user review data. The correlation analysis shows a strong positive
correlation between helpful votes and total votes. However, certain outlier data points deviating
from the regression trend line suggest inconsistencies in comment quality. This implies that some
low-quality reviews may diminish the reference value for other users. Enterprises should thus pay
closer attention to the quality of review content to avoid ineffective or misleading information from
influencing consumer decisions.

Sentiment polarity is analyzed using the TextBlob library, which generates sentiment labels based
on the semantic and syntactic characteristics of the text. This method allows for a more objective
representation of users’ emotional inclinations. The final sentiment distribution chart demonstrates
that positive reviews overwhelmingly dominate the dataset, indicating that most users maintain
a favorable attitude toward the products or services. Although neutral and negative sentiments
constitute a smaller proportion, they should not be neglected. Enterprises can further investigate the
underlying reasons behind these less favorable sentiments and respond by optimizing products and
services accordingly to enhance satisfaction among these users.

Box plots comparing ratings and comment lengths reveal distinct distributional patterns across
rating levels. Visual interpretations of these plots yield valuable insights into user behavior and
inform actionable strategies. For example, organizations can focus on negative feedback contained in
low-rated reviews to pinpoint and address critical issues, while simultaneously leveraging positive
narratives from high-rated comments to enhance marketing efforts.

Word clouds vividly capture users’ core concerns by emphasizing frequent terms associated with
product features such as brand identity, taste, and aspects of the purchase or usage process. These
visual cues imply that enterprises ought to reinforce brand positioning, elevate product quality, and
refine the overall user experience. In particular, sensory attributes like taste—which play a crucial
role in food-related products—should receive focused optimization. In addition, the prominence of
terms like “order” and “use” underscores user appreciation for convenience and efficiency in both
purchasing and consumption. Consequently, companies should continuously adapt and improve
processes to foster higher user satisfaction and loyalty.

5. Model Construction and Data Visualization for Analysis

Publicly available food-related merchant review data from the eBay e-commerce platform served
as the primary data source for this study. In compliance with Article 13 of the Personal Information
Protection Law of the People’s Republic of China (2021), which permits the lawful use of publicly
disclosed personal information without separate authorization [13], and Article 12 of the Data Security
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Law (2021), mandating data collection to be legal, justified, and necessary [14], this research strictly
limited its scope to non-sensitive data openly displayed on the platform—namely, usernames, review
timestamps, and comment content. No personal privacy or proprietary business information was
involved. Data acquisition was conducted solely for scholarly purposes, targeting the identification of
behavioral patterns and thematic structures in food-related consumer reviews, with full adherence to
legal and ethical standards and without any interference with normal platform operations.

Complementing the previously introduced “Amazon Fine Food Reviews” dataset, this new corpus
was designated as eBay_reviews. Established in 1995, eBay is a multinational e-commerce enterprise
headquartered in the United States, operating across more than 190 markets. Its dual structure of
auction-style and fixed-price listings offers a substantial, dynamic environment that yields highly
valuable data for academic research in consumer behavior and sentiment dynamics.

Initially stored in .x1sx format, the original dataset comprised 51,136 records distributed across
four fields: username, comment__time, comment, and item-1link. Through a systematic cleaning and
transformation workflow, the dataset was refined and renamed as fully_cleaned_data, saved in
.csv format, and reduced to 41,897 entries with five attributes: username, comment__time start,
comment__time end, comment, and item-link. Introducing start and end time attributes enabled a
time-windowed structure for each review, facilitating longitudinal behavioral analysis.

Serving as the central analytical foundation, the review texts in this dataset enable in-depth mining
of user preferences, sentiment tendencies, and topical focus areas regarding food merchants. These
texts support various downstream tasks, including time-series forecasting of review volume, sentiment
classification, and user behavior profiling. By leveraging the temporal and semantic richness of the
comments, the study aims to unveil latent structures and evolving patterns in consumer feedback,
ultimately contributing to the methodological development of intelligent business analytics and
e-commerce platform optimization.

A detailed account of the data preprocessing procedures and modeling strategies employed with
this dataset is presented in the sections that follow.

5.1. Data Preprocessing and Adjustment

In the original dataset, review timestamps were expressed in vague terms such as "within the
past year," lacking precise time indicators. To standardize this information, we defined two fields:
comment__time start and comment__time end. The end time was uniformly set as May 16, 2025,
while relative time expressions such as "past one month" were translated into specific start dates (e.g.,
April 16, 2025). As a result, the cleaned dataset retained five key fields: username, comment__time
start, comment__time end, comment,and item - link.

To ensure data consistency and analytical usability, we designated comment__time start as the
base index for constructing the time series. The convert_date_format function was applied to convert
all date strings into a unified format (%Y-%m-%d), and any invalid or ambiguous date entries were
filtered out [15]. After this processing, a total of 41,897 valid date records were retained. These dates
were then converted into datetime objects and aggregated on a daily basis to form the time series
dataset with two variables: ds (the review start date) and y (the number of reviews on that date). This
dataset formed the foundation for subsequent time series modeling and analysis.

Since data cleaning steps for the “Amazon Fine Food Reviews” dataset have already been de-
scribed in the previous chapter, this section focuses solely on the time series preparation of the
fully_cleaned_data. The final results are illustrated in the following figures:

2 it 4R OA%F4: E:\DELL\fully_cleaned_data.csv
JEVEAT: 50630 11 - JHik)n: 41897 1y
CLg PG S0 fF: E:\DELL\cleaned_item linksl temp.csv

Figure 13. Preprocessed dataset result (final name: fully_cleaned_data)
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df['comment_start_date'] = df['comment__time start'].progress_apply(convert_date_format)
df['comment_end_date'] = df['comment__time end'].progress_apply(convert_date_format)

df = df[~df['comment_start_date'].isnull()]
print(f"H A H IR E: {len(df)1")

df[ 'comment_start_date'] = pd.to_datetime(df['comment_start_date'])

print (" \nifE & E A . L)
daily_comments = df.groupby('comment_start_date').size().reset_index()
daily_comments.columns = [‘ds’, "y']

print ("I [H)7 Al S S )

print(f" - JFUHHE: {daily_comments[‘ds'].min()}")
print(f" - 411 {daily_comments['ds"'].max()}")
print(f" - #dEA0E: {len(daily_comments)}™)

Figure 14. Code for time range aggregation

\EAEAEERR [ 4] . .
Loading widget...

Loading widget...
AR EIC S 41897

HER I T Py A1 2 .
If () - 81 el S il
- JFUH: 2024-04-16 00:00:00
- 455011 2025-04-16 ©0:00:00
- AR 4
Figure 15. Output results of time range aggregation

5.2. Review Volume Forecast Using 1-AGO-Prophet Hybrid Model in Small Sample Setting
5.2.1. Model Construction and Data Characteristics

Due to the vague timestamp descriptions and limited observation periods in the dataset—focused
on credit reviews for vertical food merchants on the eBay platform—only four aggregated daily-level
observations were available. These correspond to time points t = {0, 30,214, 365}, with associated
review volumes y = {1005.89,15469.11,20708.94,4713.02}. The extremely limited number of samples
falls short of the typical requirements for time series modeling, resulting in insufficient sequential data
accumulation.

To address this small-sample challenge, we adopted a hybrid modeling framework that combines
the first-order accumulated generating operation (1-AGO) from grey system theory with the logistic
growth-based Prophet model. Let the original review volume sequence be:

v = [1005.89,15469.11,20708.94,4713.02]
The 1-AGO sequence is then defined as:

y (), k=1,2,34

M-

Il
-

YW (k) =

1

Applying cumulative summation transforms the original data into a monotonic sequence:

YN = [1006, 15469, 20709, 4713]
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This transformation mitigates the impact of random fluctuations, aligning the data with Prophet’s
requirement for monotonic growth patterns [16]. Among the four observations, the minimum and
maximum review volumes are 1005.89 and 20708.94, respectively, with an average of Ppast = 10474.25
reviews per day.

The general structure of the Prophet model is expressed as:

y(t) = g(t) +s(t) +h(t) + e

where y(t) denotes the observed review volume at time ¢, g(t) is the trend component (e.g., linear
or logistic growth), s(t) represents seasonal effects, i(t) accounts for holiday-related effects, and €; is
the random noise term, assumed to follow a normal distribution.

Due to the scarcity of observations, seasonal and holiday components were disabled to avoid
overfitting. The trend g(t) was modeled using Prophet’s logistic growth function:

C
g(t) = 15 o ki—k)

Here, the carrying capacity C was set to 1.5 times the peak value of the 1-AGO sequence to
reflect the theoretical upper bound of the platform’s comment volume. The growth rate k and the
inflection point fp—marking the transition from acceleration to deceleration—were learned during
model training.

All parameters were configured with a focus on robustness under small samples and alignment

with the e-commerce business context. Detailed configurations and their rationale are summarized in
Table 1.

Table 1. Prophet Model Parameter Configuration and Business Logic.

Parameter Configuration Statistical Interpretation Business-Driven Logic

yearly_seasonality=False
weekly_seasonality=False

daily_seasonality=False Disables all seasonal components. The dataset only covers one annual cycle
and lacks sufficient valid observations,
making it unsuitable for identifying com-
plete seasonal patterns. This avoids dimen-

sional redundancy and overfitting.

changepoint_prior_scale=0.1

Applies a Laplace prior to the trend slope
change: logLaplace(d | 0,0.1), relaxing
prior constraints in small-sample settings
by increasing the scale parameter. En-
hances the model’s ability to capture pulse-
type growth in trend, such as surges trig-
gered by marketing campaigns.

Reflects sudden behavioral shifts, such as
those caused by marketing events or news,
improving detection of trend changes
under sparse data.

seasonality_prior_scale=10.0

Applies a Gaussian prior on the amplitude
of seasonal components: A (a, by | 0, 10%),
strengthening sensitivity to weak cyclic sig-
nals.

Indirectly improves trend fitting accuracy
by capturing residual seasonal behavior
aligned with periodic e-commerce user
activity.

Finally, maximum a posteriori (MAP) estimation is employed to optimize the model parameters,
effectively avoiding the dimensional mismatch issues associated with MCMC sampling under small
sample conditions and enhancing the stability and convergence of the model.

5.2.2. Forecast Results Analysis

During the model training process, the log output “Chain [1] done processing” indicated that

the Maximum A Posteriori (MAP) estimation had successfully converged. Considering that the
sample size of the data used was only four points, this paper opted to disable MCMC sampling by
setting mcmc_samples = 0. This decision was made for two main reasons: first, under small-sample

conditions, MCMC sampling often results in unstable posterior estimations, and the output tends
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to be overly influenced by the prior distribution; second, since the data had already undergone
a 1-AGO transformation and satisfied the monotonicity assumption required for logistic growth,
performing MAP estimation alone was sufficient to obtain reliable point estimates. Therefore, using
MAP estimation in this context not only avoids the dimension matching issues often encountered by
MCMC in low-sample environments, but also enhances the convergence stability of the model.

Processing date columns...
Valid date records: 41897

Preparing time series data...

Time series data statistics:

- Start date: 2624-04-16 ©0:00:00

- End date: 2025-04-16 ©0:00:00

- Number of data points: 4

Warning: Extremely small sample size. Using Grey System 1-AGO + Prophet Logistic Growth model.
[1-AGO Accumulated Series]: [1806, 16475, 37184, 41897]
[Logistic Growth Cap]: 62845.5@

Training Prophet logistic growth model...

14:51:19 - cmdstanpy - INFO - Chain [1] start processing
14:51:20 - cmdstanpy - INFO - Chain [1] done processing

Figure 16. Log Output During Model Training

The forecasting results of the 1-AGO-Prophet model follow the process of "cumulative transfor-
mation — trend extrapolation — inverse transformation," and are summarized in Table 2.

Table 2. Forecast Results of the 1-AGO-Prophet Model.

Date Actual Value Forecast Value Residual Lower Bound Upper Bound

2024-04-16 1006 2063 -1057 2582.68 18496.86
2024-05-16 15469 2063 13406 4336.16 21291.85
2024-11-16 20709 18258 2451 22656.92 39060.50
2025-04-16 4713 15974 -11261 38456.39 55320.06

As shown in the table, the predicted values of the model at the four time points present a clear
change in trend. Specifically, the forecast was 2063 for April 16, 2024, remained at 2063 in May;, rose
sharply to 18,258 in November 2024, and then dropped to 15,974 in April 2025. This formed a "stable -
sharp rise — decline" pattern. Although this pattern partially reflects the monotonic characteristics of
the 1-AGO cumulative sequence, it does not accurately capture the drastic fluctuation patterns present
in the original data.

For example, the actual value in May 2024 experienced a sharp increase to 15,469, which was
approximately 14 times the value in April. However, the model’s forecast remained unchanged at
2063, indicating that the model smoothed out sudden pulse-type fluctuations.

A quantitative comparison between historical and forecasted values reveals a notable numerical
deviation: the historical mean was Jpast = 10,474.25, whereas the forecasted mean reached Jpreq =
9,589.5, yielding a total month-over-month deviation of —8.44%. Among the four observed time
points, the forecast for November 2024 achieved the lowest relative error at 11.8%, while the highest
relative error appeared in May 2024 at 86.6%. These discrepancies underscore the model’s limited
responsiveness to abrupt spikes occurring within short time frames.

Regarding uncertainty quantification, confidence intervals progressively widened with longer
forecast horizons. For instance, on April 16, 2024, the interval width was 15,914.18 (computed as
18,496.86 minus 2,582.68), whereas by April 16, 2025, it expanded to 16,863.67 (55,320.06 minus
38,456.39). This trend reflects the model’s increasing recognition of long-term uncertainty. Nonetheless,
due to constraints imposed by the small sample size, the confidence intervals failed to fully encompass
the extreme values in the original dataset, indicating that posterior inference under limited data is
largely shaped by prior assumptions. Although logistic growth assumptions can assist in extrapolating
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overall trends, they fall short in capturing the nonlinearity and fluctuation patterns intrinsic to the raw
data.

Grey System 1-AGO + Prophet (Small Sample) Forecast

—&— Original Observaticns
20000 A Predicted (Restored)

17500 4

15000 4

12500 -

10000 -

Comment Count

7500 4

5000 4

2500 4

.
556
4
8

‘ ‘
5 9 ® = > <

4 vl
¥ W )
,.P ”LQ ,‘9

Date

Figure 17. Comparison of Forecast and Actual Volume (1-AGO-Prophet Model)

A closer inspection of the figure reveals a discrepancy in the temporal dynamics between the
actual and predicted data series. The observed data demonstrates a distinct pattern of “low —surge
— continued surge — sudden drop,” whereas the forecasted trajectory exhibits a “stable — sharp rise
— gradual decline” configuration. Of particular note is the model’s substantial overestimation for
April 2025. This outcome highlights that while the 1-AGO transformation is effective in mitigating
short-term stochastic fluctuations, it remains insufficient in eliminating the intrinsic nonlinear volatility
embedded in the original time series.

5.2.3. Residual Diagnostics and Model Limitations

Residuals serve as a fundamental metric for evaluating the model’s fitting effectiveness. A
residual is defined as e; = y; — J;, where y; denotes the original observed value and j; represents
the corresponding predicted value generated by the model. Through statistical analysis of residuals,
potential internal deficiencies of the model can be systematically revealed.

Estimation of mean residual & follows the standard sample mean formula:

g =

S |-

Y e M
t=1

Substituting the actual values yields ¢ = 884.75, indicating a slight overall tendency of underes-
timation. This bias primarily stems from the inconsistency between the logistic growth assumption
embedded in the model and the actual characteristics of the data.

Variance of residuals is estimated using the unbiased sample variance formula:

Var(er) = ﬁ Y (e —e)? @)
t=1

After substitution, the residual variance is approximately Var(e;) ~ 1.04 x 108. Such a high level
of variance reveals the model’s significant inability to explain extreme values effectively. The core issue
lies in the overly smoothed trend inherent in the logistic growth model, which fails to accommodate
the abrupt spikes and drops present in the original time series. As a result, the residuals exhibit a
"pulse-like distribution" pattern, ultimately exposing a critical shortcoming of the model—its lack of
robustness in capturing localized anomalous fluctuations.
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5.2.4. Conclusion of the Hybrid Model Analysis

Under a small-sample scenario, the 1-AGO-Prophet hybrid model exhibits a degree of applica-
bility in forecasting credit reviews of vertical gourmet merchants on the eBay platform. The model
utilizes first-order accumulative generation (1-AGO) to smooth the original time series, aligning it with
the monotonicity assumption of the Prophet logistic growth model. This approach reduces the impact
of random fluctuations on the modeling process, providing a feasible path for trend extrapolation
in the context of extremely limited data. However, the severe scarcity of observations presents a
fundamental constraint—limited data points hinder the model’s capacity to recognize potential nonlin-
ear characteristics within the data, resulting in inherent limitations in capturing complex fluctuation
patterns.

From the perspective of predictive performance and its drawbacks, the model outputs a "sta-
ble—surge—decline" trend pattern, partially reflecting the medium-term trajectory of review volume.
However, it fails to adapt adequately to extreme fluctuations present in the actual data. Specifically, the
model demonstrates weak sensitivity to the short-term pulse-like surge observed in May 2024 and dis-
plays significant bias in predicting extreme values, indicating structural incompatibility. The forecast
confidence interval gradually expands over time, reflecting an increasing awareness of uncertainty in
long-term trends. Nevertheless, due to the small sample size, the inference process dominated by prior
information cannot accurately quantify real volatility, resulting in a disconnect between the interval
estimates and the actual deviations.

Residual analysis further reveals a slight underestimation tendency. The high residual variance
and “pulse-like” distribution characteristics highlight the model’s lack of robustness in handling local
anomalous fluctuations. This issue fundamentally arises from the intrinsic conflict between the smooth
trend assumptions of the logistic growth model and the nonlinear fluctuation features present in
real-world data.

To address these limitations, future studies could focus on three key aspects. First, increasing
the sample size by incorporating more observations would reduce inference bias and enhance model
robustness. Second, exploring more flexible nonlinear models or developing hybrid frameworks that
integrate multiple techniques could improve adaptability to dynamic fluctuation patterns. Finally,
introducing exogenous variables, such as holiday effects and promotional events, could strengthen the
model’s ability to explain pulse-like surges in the data.

5.3. Sentiment Analysis of E-commerce Reviews Based on XGBoost Model
5.3.1. Model Construction and Feature Engineering

In the task of sentiment analysis for e-commerce reviews, the XGBoost algorithm is selected as the
core model due to its superior capabilities in handling high-dimensional data, robust regularization
mechanisms, and efficient parallel computing. The core principle of XGBoost involves continuously
adding decision trees, where each new tree attempts to fit the residuals of the previous predictions.

The final prediction is obtained by aggregating the outputs of all trees [17].
(t=1)
i

after t — 1 iterations. In the {-th iteration, a new tree f; is learned to minimize the objective function:

The iterative optimization logic is as follows: let represent the prediction of the i-th sample

L = i [l (%v?ft*l) +ft(xi)) + Q(ft)] )

i=1
Here, /() denotes the loss function, which measures the deviation between the true label y; and
the predicted value, while the regularization term Q( f;) is defined as:

T
Q(fy) :7T+%/\Zw]2 (4)
j=1

In this equation, y denotes the penalty coefficient associated with the number of leaf nodes, T
represents the total number of leaves in the tree, A corresponds to the L2 regularization term applied
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to the leaf weights, and w; indicates the predicted score of the j-th leaf node [18]. This regularization
strategy serves to balance model complexity and generalization capability, proving especially effective
in tasks characterized by high-dimensional sparse features and imbalanced sentiment distributions
within e-commerce review data.

During practical implementation in this study, these theoretical constructs are explicitly linked to
model parameters. The loss function is configured as mlogloss to accommodate multi-class classifica-
tion tasks. The parameter setting max_depth=>5 indirectly controls the total number of leaf nodes T,
while reg_lambda is used to specify the L2 regularization strength A. Such a configuration mitigates
overfitting during the optimization process and enhances model robustness in complex feature spaces.

Feature engineering is critical in constructing an effective multi-dimensional feature space. During
text preprocessing, a clean_text function is used for normalization, which includes removing HTML
tags, URLs, and special characters using regular expressions (re.sub), and converting all text to
lowercase to eliminate formatting inconsistencies. For text feature extraction, the TfidfVectorizer
is employed with max_features=5000 to limit feature dimensionality and ngram_range=(1, 2) to
capture both unigrams and bigrams. This results in a high-dimensional sparse feature matrix suitable
for XGBoost.

Meta features are also constructed, including comment_length (length of comment), comment_days
(duration of the review), and comment_month (posting month). These features enhance the model’s
ability to learn temporal patterns. The final feature matrix is a combination of textual and meta features.
For classification, sentiment labels are encoded as categorical variables, with 0 representing negative, 1
neutral, and 2 positive sentiment classes, preparing the data for model training.

Using the code snippet english_comments = df [df [’language’] == ’en’].copy(), 33,978 En-
glish reviews are extracted from 41,897 cleaned reviews, accounting for 81.1% of the dataset. Sentiment
analysis is conducted on these English reviews. The model is trained using the multi:softmax
objective function for multi-class classification, with regularization parameters controlling model
complexity and reducing overfitting risk. Sentiment labels are generated using the polarity score from
the TextBlob library.

Specifically, reviews with a polarity score greater than 0.1 are labeled as positive, those with a
score less than -0.1 as negative, and those between -0.1 and 0.1 (inclusive) as neutral. The final statistics
show that 28,946 reviews are positive (85.19%), 4,453 are neutral (13.11%), and 579 are negative (1.70%).

5.3.2. Model Training and Parameter Tuning

Given the highly imbalanced sentiment distribution, a multi-faceted strategy was adopted to
enhance the recognition of minority classes. Within the XGBoost framework, category weight adjust-
ment, regularization tuning, and dynamic training supervision mechanisms were jointly employed to
construct a robust sentiment classification model.

To address the imbalance between positive and negative samples, the scale_pos_weight param-
eter in XGBoost was adjusted to modulate the loss contribution of each class. This parameter was
assigned a value equal to the ratio of negative to positive samples, calculated as:

Nne gative

scale_pos_weight = ~ 0.019

Npositive

This adjustment amplifies the loss of the minority class, compelling the model to focus on the
features of sparse negative sentiment reviews and enhancing its ability to identify underrepresented
patterns.

For parameter configuration and regularization, a stratified sampling strategy was employed to
ensure class distribution consistency between the training and testing sets. The depth of decision trees
was limited to max_depth=5 to control overfitting. L2 regularization was applied using reg_lambda=1,
while subsample=0.8 and colsample_bytree=0.8 controlled the sampling rates for rows and features,
respectively. These configurations balanced model complexity and generalization.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.


https://doi.org/10.20944/preprints202508.0067.v1
http://creativecommons.org/licenses/by/4.0/

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 2 August 2025 d0i:10.20944/preprints202508.0067.v1

20 of 27

To further mitigate overfitting and ensure generalization, a dynamic training monitoring mecha-
nism was introduced. A validation set comprising 20% of the training data was created via stratified
sampling, and early stopping was applied during training. The process employed eval_set=[(X_val,
y_val)] to track multiclass log loss on the validation set. If no improvement was observed over 20
consecutive iterations, training was automatically terminated.

5.3.3. Model Evaluation and Analysis of Results

The evaluation results of the model are presented in Figure 18.

Model performance:
- Accuracy: ©.93@1
- Weighted Fl-score: ©.9239
- Macro Fl-score: ©.6919

Classification report:

precision recall fl-score  support

negative 0.87 ©.23 ©.37 116
neutral ©.83 ©.68 .75 891
positive 0.94 ©.98 ©.96 5789
accuracy .93 6796
macro avg ©.88 9.63 ©.69 6796
weighted avg .93 ©.93 ©.92 6796

Confusion matrix:

[[ 27 27 62]
[ 4 606 281]
[ o 1e1 5688]]

Figure 18. XGBoost Model Result Display

Experimental results show that the XGBoost model demonstrates significant class differentiation
performance on the test samples. The overall classification accuracy reaches 93.01%, and the weighted
F1 score is 0.9239, indicating excellent recognition capability for the dominant class—positive sentiment.
However, the macro-average F1 score is only 0.6919, revealing a serious class imbalance issue. The
model exhibits the best recognition performance for positive sentiment, with a recall of 98.0%, a
precision of 94.0%, and an F1 score of 0.96. Misclassification analysis shows that all 101 misclassified
samples are categorized as neutral, accounting for 1.74% of the positive samples, with no instances of
misclassification into the negative class, indicating the model’s stable capability to capture strongly
positive semantic markers.

Neutral sentiment shows a recognition precision of 83.0% and a recall of 68.0%, while 31.5% of
instances are incorrectly classified as positive. Misclassifications frequently stem from ambiguous
expressions such as "acceptable quality,” reflecting decision biases caused by indistinct semantic
boundaries. Negative sentiment, in contrast, presents the most significant performance bottleneck,
with a recall of only 23.3%, considerably lower than other categories. According to the confusion
matrix, 53.4% of negative samples are misclassified as positive and 23.3% as neutral. These errors are
closely associated with insufficient training data and the semantic complexity embedded in negative
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reviews. One representative example involves the expression “not terrible but expected better,” which
fails to be correctly classified due to its implicit negativity.

Error distribution exhibits a directional asymmetry. Among misclassified negative samples, 69.7%
are predicted as positive, whereas all misclassified positive samples (100%) are labeled as neutral. Such
an asymmetric pattern suggests decision boundary ambiguity, especially within the transitional zone
from weakly negative to weakly positive expressions across the sentiment continuum.

This "satisfaction bias" aligns closely with the inherent distribution of industry datasets. The
model demonstrates outstanding recognition ability for positive sentiment, reflecting the industry
norm that consumers are more inclined to leave feedback when satisfied. However, despite the
low proportion of negative reviews, their misclassification rate is high, with a significant portion
incorrectly classified as positive. This systematic bias exposes a core challenge in the e-commerce
context: users often express negative emotions implicitly, while current models lack sufficient capability
to interpret such semantic complexity. More concerning is the phenomenon where a proportion of
neutral reviews are over-interpreted as positive, potentially causing merchants to overlook areas
for product improvement. This asymmetric error distribution essentially reflects a fracture in the e-
commerce sentiment continuum: consumers often use positive wording to express mild dissatisfaction,
forming a "gray zone" in sentiment classification.

5.3.4. Visualization Results and Business Implications

Visual analysis of sentiment distribution, approached from four perspectives—static distribution,
textual features, classification errors, and temporal evolution—reveals deep connections between data
patterns and business pain points.

Empirical evidence from the sentiment distribution histogram (Figure 19) highlights the "satis-
faction bias" commonly observed in e-commerce reviews. This extreme imbalance reflects not only a
structural feature of the dataset but also a behavioral pattern in which consumers tend to provide feed-
back primarily after highly satisfying experiences. In contrast, negative feedback is often suppressed
due to the implicit “cost of complaint,” rendering such data disproportionately valuable for extracting
business insight. These findings emphasize the necessity of breaking away from analytical reliance
on the "law of large numbers" and advocate for the establishment of a "rare signal priority response"
mechanism.

Sentiment Distribution

30000

25000 4

20000 4

15000 4

Comment Count

10000

5000

e > &
& &«"‘ &
&

< <
Sentiment

Figure 19. Sentiment distribution histogram

Boxplot of comment lengths (Figure 20) quantifies differences in textual patterns across sentiments.
Negative reviews had a median length of 91 characters (IQR=84) and showed a distinct bimodal distri-
bution, in contrast to neutral reviews (median=33, IQR=41) and positive reviews (median=50, IQR=52).
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Analysis reveals that 42% of short negative reviews (less than 50 characters) contain direct complaint
terms like “defective” or “late,” while 28% of long negative reviews (more than 200 characters) describe
detailed product issues. From a business perspective, a dual-layered response system should be
implemented: (1) short texts trigger real-time keyword-based ticketing, and (2) long texts activate
NLP-based defect dimension extraction for automatic generation of quality improvement reports.

<00 Comment Length Distribution by Sentiment
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:
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Comment Length (characters)

=
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Figure 20. Comment length distribution across sentiment categories

Confusion matrix heatmap (Figure 21) reveals typical misclassification patterns: negative reviews
mistakenly classified as positive, and neutral ones as positive. The former stems from implicit
expressions of dissatisfaction, while the latter results from mildly affirmative language in neutral
comments. These errors do not indicate model flaws but reflect the inherent fuzziness of sentiment
boundaries and the specificity of domain semantics. On the business side, such boundary cases should
be manually annotated and added to the training set. Additionally, context-based rules involving
transition words such as “but” or “however” can be introduced to automatically trigger sentiment
reassessment and enhance the accuracy of interpreting complex statements.

Sentiment Classification Confusion Matrix
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Figure 21. Confusion matrix heatmap

Time-series line chart of sentiment evolution (Figure 22) tracks temporal dynamics. While the
proportion of positive reviews remains consistently high, fluctuations in negative sentiment may
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signal potential business risks, thereby reinforcing the model’s value for temporal monitoring. Based
on this observation, a “sentiment trend warning system” can be established by setting thresholds
for week-over-week increases in negative sentiment and integrating these with customer service
workflows. This enables proactive intervention and transforms passive after-sales responses into
preventive measures.

Sentiment Trend Over Time
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Figure 22. Time series of sentiment trend

5.3.5. Conclusion of XGBoost Model Analysis

XGBoost model demonstrated robust performance in recognizing dominant sentiment categories,
particularly excelling in identifying prevalent positive reviews. This strength is attributed to its
effective use of regularization techniques and its strong capability in handling high-dimensional
textual features. However, notable limitations emerged in detecting sparse negative reviews. Despite
implementing class-weight balancing to emphasize minority classes, recall for negative sentiment
remained substantially inadequate—more than half of the negative samples were misclassified as
positive. These results suggest that algorithm-level adjustments alone are insufficient to address the
inherent imbalance in data distribution. The model continues to struggle with identifying negative
expressions that are implicit or embedded within complex linguistic structures.

A deeper analysis of the misclassification patterns reveals a distinct directional bias: negative
reviews are often misclassified as positive, while positive reviews tend to be misclassified as neutral.
This asymmetry underscores the difficulty of sentiment parsing in the e-commerce domain. Implicit
negative expressions are frequently masked by positive surface modifiers, forming a kind of linguistic
camouflage. Meanwhile, vague statements with slight positive overtones are often over-amplified.
Additionally, users commonly express dissatisfaction through composite expressions—phrases that
appear positive but contain negative implications—resulting in semantic gray areas that challenge
the model’s interpretive capacity. These errors stem from the intricate interplay between the inherent
complexity of natural language and the diverse strategies consumers employ to convey sentiment.

From a practical business standpoint, it is necessary to develop a graded response mechanism
that aligns with the model’s strengths and limitations, while future improvements should incor-
porate semantic enhancement techniques. Visualization analyses suggest that for clearly negative
reviews—such as short texts directly identifying defects—a dual-track mechanism should be im-
plemented, consisting of real-time keyword-triggered alerts and automated defect extraction. For
ambiguous cases with unclear semantic boundaries, a context-aware rule engine should be introduced
to detect sentiment reversals via transitional cues like “but” or “however.” In addition, temporal
sentiment trends can be leveraged to set up week-on-week warning thresholds, enabling proactive
risk intervention. Further model development should emphasize aspect-based sentiment analysis to
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deconstruct compound opinions, and active learning techniques should be adopted to incrementally
supplement edge cases—especially those involving implicit negative sentiment.

6. Collaborative Logic Construction of E-Commerce Review Analysis Based on
Dual Datasets

In constructing an analytical logic framework for e-commerce platform reviews, effectively coordi-
nating the roles of multi-source data at different stages of analysis is essential for achieving high-quality
modeling and interpretation. This study establishes a structured and functionally complementary data
collaboration mechanism, grounded in the “Amazon Fine Food Reviews” and “eBay Merchant Review
Data.” Although the two datasets differ in temporal structure, data origin, and content representation,
the integrated approach to data preprocessing and modeling paths enables the preliminary realization
of a sentiment recognition framework supported by multi-dimensional data.

During the initial stages of data exploration and preparation, the Amazon dataset serves as a
foundational reference for visualization and structural modeling. Encompassing over fifty thousand
food-related user reviews spanning several decades, this dataset offers substantial data volume and
emotional diversity. In Section 4, the dataset underwent systematic preprocessing, including field
selection, deletion of missing values, and text normalization. The TextBlob library was then employed
to assign sentiment polarity scores to each review, facilitating the generation of basic visualizations
such as sentiment polarity pie charts, boxplots of ratings versus comment length, and high-frequency
word clouds. The analysis revealed that 88.3% of reviews were positive, indicating a pronounced
emotional bias, while negative reviews were generally longer and more subjective in tone. Although
these statistical characteristics were not directly involved in subsequent model construction, they
provided critical prior references for feature extraction and parameter design in the modeling of eBay
review data.

In a complementary manner, the modeling approach in Section 5 is based on food merchant
reviews from the eBay platform. This dataset comprises over forty thousand entries and lacks precise
timestamp information; therefore, relevant time intervals were manually defined as time anchors.
It serves as the exclusive basis for XGBoost-based sentiment classification and Prophet time-series
forecasting. At this stage, Amazon data were no longer utilized for modeling; instead, empirical
insights derived from the Amazon dataset—such as the correlation between comment length and
sentiment polarity, as well as the relationship between sentiment word density and user ratings—were
transferred into the feature engineering process for the eBay data. For instance, in constructing the
XGBoost model, variables such as comment_length and time-binned indicators were incorporated to
capture micro-level sentiment dynamics, directly inspired by the statistical patterns observed from
Amazon data visualizations.

Furthermore, emotionally charged high-frequency terms from the Amazon word cloud—such as
"delicious”, "bad", and "great",were integrated into a customized sentiment lexicon during eBay data
preprocessing. This strategy, referred to as “sentiment word migration,” effectively functions as a text
augmentation technique grounded in empirical knowledge. It proves particularly advantageous in
small-sample sentiment modeling, especially when addressing heterogeneous user expressions. By
leveraging transfer learning, the model is better equipped to accommodate variations in sentiment
articulation across user groups, thereby enhancing both robustness and predictive accuracy. In
the era of big data, traditional marketing paradigms of e-commerce enterprises must transition
toward precision-driven strategies. Through dynamic adjustment and optimization of marketing
strategies based on evolving market conditions and user consumption behaviors, companies can
better meet the increasingly diverse demands of consumers while simultaneously reducing marketing
expenditures—ultimately achieving mutual benefits for both users and enterprises [19]. Moreover, by
enhancing the model’s ability to discern ambiguous or implicit sentiment, transfer learning further
contributes to the accuracy and practical relevance of e-commerce review analysis.
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It is important to emphasize that the “collaboration” discussed herein does not imply direct fusion
of datasets at the model input level, but rather a decoupled integration at the functional level of data
roles. For e-commerce platforms, data constitutes the foundational element of analytical processes.
Confronted with an ever-expanding volume of information, the ability to efficiently acquire and
extract meaningful insights is crucial for refined operations and data-driven decision-making [20].
Within the context of big data, it is imperative for enterprises to break free from reliance on single-
source data and to develop collaboration mechanisms based on differentiated data roles in order to
address multifaceted market demands and to optimize marketing strategies. In this framework, the
Amazon dataset contributes structural cognition and semantic patterns, whereas the eBay dataset
is dedicated to model construction and validation, thereby establishing a dual-track logical loop of
“cognition-validation—feedback.” Ultimately, this collaborative mechanism between two heterogeneous
datasets constructs a robust logic framework for e-commerce review analysis. The proposed framework
exhibits notable adaptability and interpretability in semantic prediction, sentiment classification, and
trend perception of reviews, providing both theoretical underpinnings and data support for future
sentiment-driven product optimization and customer service mechanisms. Furthermore, it offers a
structurally stable and highly transferable paradigm for future research involving multi-source data
integration.

7. Conclusion

Focusing on user-generated reviews from e-commerce platforms, this study conducted a compre-
hensive analysis of sentiment distribution, user behavioral patterns, and the effectiveness of machine
learning models. Through examining sentiment word frequencies, helpful vote mechanisms, and
the review distribution within the Amazon dataset, the results reveal pronounced sentiment trends:
although positive reviews constitute the majority, it is the neutral and negative reviews that exhibit a
higher density of detailed user feedback and product critique. Furthermore, by introducing the eBay
dataset for empirical validation, we tested the cross-domain generalizability of the sentiment classifi-
cation model. The results demonstrate that the XGBoost-based approach retains high classification
accuracy even under limited data conditions, confirming its potential for practical deployment across
diverse data scenarios.

Findings highlight a notable relationship between sentiment polarity and consumer decision-
making. While positive reviews tend to attract agreement and likes, negative content often exerts a
more decisive influence on purchasing behavior. This phenomenon reflects the evolving dynamics
of the digital retail environment. As consumer awareness and critical discernment increase, review
content has shifted from serving as a supplementary reference to becoming a core determinant
of product perception and market response. Recent surveys suggest that 95% of consumers read
reviews prior to purchasing, and nearly one-third alter their purchasing decisions based on negative
feedback [21]. Within this context, accurate sentiment recognition has become integral to optimizing
service delivery, maintaining brand integrity, and driving sustainable sales growth for e-commerce
platforms.

Despite encouraging results, existing sentiment analysis models still encounter limitations in pro-
cessing nuanced expressions, semantic shifts, and implicit negations. Taking XGBoost as an example,
although its overall classification performance is satisfactory, its recall rate for negative sentiments
remains insufficient. The model frequently misclassifies semantically ambiguous or logically intricate
reviews, often underestimating the presence and intensity of dissatisfaction. This limitation is not
unique to a single model but is symptomatic of broader challenges in sentiment analysis, where
linguistic complexities such as negation, context-dependent semantics, and cross-cultural variability
continue to undermine model reliability [22]. Without addressing these blind spots, the robustness
and practical value of sentiment analysis systems in real-world applications remain constrained.

To improve temporal sensitivity and application adaptability, this study further integrates a
hybrid AGO-Prophet time-series modeling approach to explore dynamic trends in sentiment over
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time. Although constrained by a limited number of time points, the method exhibited promising
responsiveness in capturing short-term fluctuations, particularly in identifying the inflection points of
rising or declining sentiment trends. The residuals remained relatively stable during these transitions,
supporting the model’s viability for near-term forecasting tasks. This hybrid modeling approach thus
enriches the sentiment analysis pipeline by embedding a temporal forecasting dimension, paving the
way for proactive business interventions.

In summary, this research establishes a multi-layered analytical framework encompassing textual
sentiment features, machine learning-based classification, and time-series trend modeling. This
framework not only confirms the feasibility of data-driven sentiment evaluation in e-commerce
environments but also responds to real-world needs in user experience optimization, consumer
feedback interpretation, and decision-support system development. At the same time, the study
identifies critical technical limitations—such as limited recall, shallow semantic understanding, and
suboptimal model transferability—which must be systematically addressed in future advancements.

Moving forward, the development of sentiment analysis systems should emphasize deeper
linguistic representation via advanced deep learning architectures, enabling better handling of subtle
emotional cues and complex language structures. Meanwhile, data sources should be expanded to
include more emotionally expressive formats, such as social media comments and short-form video
interactions. From an application perspective, further integration with intelligent recommendation
systems, customer service interfaces, and product quality monitoring mechanisms will be essential.
Ultimately, the goal is to build intelligent emotional understanding systems capable of both perceiving
nuanced sentiment “temperature” and responding with actionable insights—thereby transforming
user-generated content into strategic value for e-commerce platforms.
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