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Article 
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Abstract: The Spearman rank correlation coefficient is a non-parametric (distribution-free) rank 
statistic proposed by Charles Spearman as a measure of the strength of the relationship between 
two variables. It is a measure of a monotonic relationship that is used when the distribution of the 
data makes Pearson's correlation coefficient undesirable or misleading. The Spearman coefficient is 
not a measure of the linear relationship between two variables. It assesses how well an arbitrary 
monotonic function can describe the relationship between two variables, without making any 
assumptions about the frequency distribution of the variables. Unlike Pearson's product-moment 
(linear) correlation coefficient, it does not require the assumption that the relationship between 
variables is linear, nor does it require that the variables be measured on interval scales; it can be 
applied to variables measured at the ordinal level. The purpose of this study is to compare the values 
of Pearson's product-moment correlation coefficient (treating the data in a quantitative way) and 
Spearman's rank correlation coefficient (treating the same data in a somewhat "qualitative" way) 
and their statistical significance for six Pinus sylvestris L. traits (original – for Pearson's coefficient 
and ranked – for Spearman's coefficient) estimated from all observations, object means (for trees) 
and medians. The results show that the linear and rank correlation coefficients are consistent (as to 
direction and strength). In cases of divergence in the direction of correlation, the correlation 
coefficients were not statistically significant, which does not imply consistency in decision-making. 
Estimation of correlation coefficients based on medians is robust to outlier observations and factors 
that linear correlation is then very similar to rank correlation. 

Keywords: linear correlation; rang correlation; Scots pine; median 
 

1. Introduction 

The study of trait interdependence (otherwise known as correlation) is a key area of data analysis 
in the life sciences, medicine, social sciences, economics and many other fields [1–3]. Correlation 
allows us to understand how different traits or variables interact with each other, which is important 
in the data analysis process [4]. Studying the correlation of traits makes it possible to identify patterns 
and relationships between different variables [5,6]. This allows the discovery of hidden relationships 
between data, which can lead to new research conclusions and hypotheses. Correlation enables the 
profiling of phenomena through the analysis of their interrelationships [7]. This facilitates a deeper 
understanding of the associations between various characteristics and helps identify factors that may 
influence the observed phenomena. The exploration of correlation enables the prediction of behaviors 
and trends by discerning patterns within historical data [8]. If two traits have a strong correlation, 
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one can be used to predict the value of the other, which can be very important in stand research. 
Correlation analysis can help optimize production, marketing or resource management processes [9]. 
Studying correlations can lead to a better understanding of which factors affect efficiency and how 
performance can be improved [10,11]. 

In research, especially in statistics, correlation analysis helps select variables for further analysis. 
If two traits are highly correlated, it may suggest that both yield similar information, which may lead 
to the elimination of one of them to simplify the research model. While correlation does not imply 
causality, it can provide a starting point for further research into the causes of relationships between 
traits. Identifying a strong correlation can inspire researchers to dig deeper to understand why these 
traits are related [12–14]. 

In statistics, correlation is a measure of the strength and direction of a relationship between two 
variables. Correlation results are easy to understand and interpret. The correlation value ranges from 
-1 to 1, where 1 means perfect positive correlation, -1 means perfect negative correlation, and 0 means 
no correlation. This simple scale makes it easy to compare relationships between different variables 
and allows quick inferences about the strength of the relationship. 

There are several different methods for calculating correlations, the two most popular being 
linear correlation (Pearson correlation) and rank correlation (Spearman correlation). Both types of 
correlation are used in scientific research, but differ in their assumptions and interpretation of results. 
Linear correlation measures the strength and direction of the relationship between two variables, 
assuming that the relationship between them is linear. Linear correlation assumes that changes in one 
variable are proportionally related to changes in the other variable. Linear correlation is sensitive to 
outliers, meaning that extreme values in the data can significantly affect the correlation result. Rank 
correlation is a non-linear measure of the relationship between two variables. Unlike linear 
correlation, it does not assume any restrictions on the shape of the relationship between variables. 
Instead, rank correlation is based on the order of the values in the two variables, transforming the 
observations into their respective ranks. Spearman correlation is then calculated based on the ranks 
of these observations. Rank correlation is less sensitive to outliers than linear correlation because it is 
based on the order of the ranks rather than the exact values of the data. Correlation analysis is very 
often performed on forest stand data [15–19]. 

The history and properties of the Pearson correlation coefficient have been described by Pearson 
[20], Weida [21], Walker [22], Stigler [23] and Piovani [24]. Pearson's correlation coefficient was 
discovered by Bravais in 1846 [25], but Karl Pearson was the first to describe a standard method of 
calculating it in 1896 [26] and showed that it was the best possible method. Pearson's important 
assumption is the normality of the analyzed variables, which can only be true for quantitative 
variables. Pearson's correlation coefficient is a measure of the strength of a linear relationship 
between two such variables. In 1904, Spearman [27] adopted the Pearson correlation coefficient as a 
measure of the strength of the relationship between two variables that cannot be measured 
quantitatively. 

The purpose of this study was to analyze the correlation of six morphological traits of the needles 
of ten Scots pine (Pinus sylvestris L.) trees based on Pearson's linear correlation coefficients and 
Spearman's rank correlation. Correlation coefficients were estimated based on (1) all collected data 
from 30 needles for each tree, (2) mean values for individual trees and (3) medians for individual 
trees. 

2. Materials and Methods 

2.1. Study area 

The analyses were carried out near the Belzec-Podlesin aeolian sand mine located near the town 
of Belzec (50°23′05″N, 23°24′04″E), in Eastern Roztocze [28], southeastern Poland, which operated in 
2001-2008. The area was reclaimed after the closure of the open-pit mine. In 2019, one permanent 
experimental plot was established in the immediate vicinity of the sand mine by staff of the 
Department of Forest Engineering at the Poznań University of Life Sciences. The area of the 
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experimental plot was 6.04 ha. Distance of the experimental plot centre from the topographical centre 
of the sand mine was 255.9726 m and the range of distances for individual trees was from 205.28 m 
to 293.24 m. Other characteristics of experimental plots: stand/share – pine/10, age/quality class – 74/I, 
forest habitat type – fresh coniferous forest, moisture content – fresh, and soil type – rusty podzolic 
soils. 

2.2. Sampling 

The field research was conducted in May 2019. The experimental plot was established at a 
distance of 255.9726 m from the topographic center of the sand mine. Then, ten randomly selected 
Scots pine trees growing in similar habitat conditions were cut in the plot and numbered from 1 to 
10. Four shoots (three for analysis and one additional shoot) were taken from the top of each tree. The 
plant material was stored in a freezer at –18°C. A total of ten common pine needle samples were 
analyzed. For each of the ten common pine trees tested, 30 needles (one year old) were measured. A 
total of 300 randomly selected and correctly formed needles were measured. 

2.3. Morphological and anatomical analysis 

The needles were systematically examined between December 2020 and June 2021. These 
needles were extracted from branches that had been thawed to ambient temperature. Fresh needle 
samples were meticulously prepared from specimens stored in refrigeration, methodically extracted, 
and sectioned utilizing a manual cylindrical microtome (Euromex). Given the inherent variability in 
the structural composition of pine needles along their longitudinal axis [29], a consistent approach 
was employed: the needles were uniformly bisected longitudinally. Subsequent to this preparation, 
the specimens were meticulously preserved utilizing glycerin. Needle dimensions, specifically 
thickness and width, were measured under 10x magnification. Additionally, resin canals and 
stomatal apparatus were quantified on both the concave and convex surfaces of the needles. 
Following this preliminary analysis, each individually chosen needle underwent further scrutiny. 
Measurements were carried out employing a Dexter digital caliper and a Levenhuk 850B digital light 
microscope, featuring LevenhukLite software tailored to enhance the precision of these 
measurements. The length of each needle was measured with a precision of 0.01 cm. Subsequent 
analyses included determining epidermal and cuticular thickness, the thickness of individual 
hypodermal cells, and the diameter of individual resin canals. These parameters were scrutinized at 
a 40x magnification level, with measurements recorded to an accuracy of 0.01 µm. A total of six 
quantitative morphological and anatomical characteristics of needles were analyzed: needle length 
(NL), needle width (NW), needle thickness (NT), thickness of epidermis and cuticle (TEC), 
hypodermal cell thickness (HCT), resin duct diameter (RD). The method used to make the 
measurements is shown in Figure 1. The experience is described in detail in Wrońska-Pilarek et al. 
[30]. 
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Figure 1. The method used to measure analyzed needle traits: NL – needle length, NW – needle width, 
NT – needle thickness, TEC – thickness of epidermis and cuticle, HCT – hypodermal cell thickness, 
RD – resin duct diameter. 

2.4. Statistical analysis 

2.4.1. Pearson’s correlation 

The Pearson’s correlation coefficient (𝑟௉) is a measure of the linear correlation between two sets 
of data: X and Y [31]: 𝑟௉ = 𝑐𝑜𝑣ሺ𝑿, 𝒀ሻ𝜎𝑿𝜎𝒀 , (1)
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where 𝑐𝑜𝑣ሺ𝑿, 𝒀ሻ – the covariance of two variables X and Y, 𝜎𝑿 – the standard deviation of X, 𝜎𝒀 – 
the standard deviation of Y. The formula for 𝑐𝑜𝑣ሺ𝑿, 𝒀ሻ can be expressed in terms of mean and 
expectation: 𝑐𝑜𝑣ሺ𝑿, 𝒀ሻ = Eሾሺ𝑿 − 𝜇𝑿ሻሺ𝒀 − 𝜇𝒀ሻሿ, (2)

where E(Z) – the expected value of a random variable Z, 𝜇𝑿 – the mean of X, 𝜇𝒀 – the mean of Y. 
The formula for Pearson's correlation coefficient can be obtained by substituting estimates of the 
covariance and variance based on a sample into the formula (1). Given paired data ሼሺ𝑥ଵ, 𝑦ଵሻ, … , ሺ𝑥௡, 𝑦௡ሻሽ  consisting of n pairs, 𝑟௉ is defined as: 𝑟௉ = ∑ ሺ𝑥௜ − 𝑥̅ሻሺ𝑦௜ − 𝑦തሻ௡௜ୀଵඥ∑ ሺ𝑥௜ − 𝑥̅ሻଶ௡௜ୀଵ ඥ∑ ሺ𝑦௜ − 𝑦തሻଶ௡௜ୀଵ  (3)

where n – sample size, 𝑥௜  and 𝑦௜  – the individual sample points indexed with i, 𝑥̅ – the sample 
mean of X, 𝑦ത – the sample mean of Y. 

2.4.2. Spearman’s correlation 

Spearman's rank correlation coefficient (𝑟ௌ ) is a nonparametric measure of rank correlation 
(statistical dependence between the rankings of two variables) [27]. The Spearman correlation 
coefficient is defined as the Pearson correlation coefficient between the rank variables. For a sample 
of size n, the n raw scores Xi, Yi are converted to ranks R(Xi), R(Yi), and 𝑟ௌ is computed as: 𝑟ௌ = 𝑐𝑜𝑣൫Rሺ𝑿ሻ, Rሺ𝒀ሻ൯𝜎ୖሺ𝑿ሻ𝜎ୖሺ𝒀ሻ , (4)

where 𝑐𝑜𝑣൫Rሺ𝑿ሻ, Rሺ𝒀ሻ൯ – the covariance of the rank variables, 𝜎ୖሺ𝑿ሻ – the standard deviation of the 
rank variable X, 𝜎ୖሺ𝒀ሻ – the standard deviation of the rank variable Y. 

2.4.3. Data sets 

Pearson's product-moment (linear) correlation coefficients and Spearman's rank correlation 
coefficients for the six Pinus sylvestris L. traits were calculated for three sets: (i) based on all 
observations, (ii) on object means (for trees), and (iii) on medians from empirical distributions. 

2.4.4. Testing correlation coefficients. 

For pairs from an uncorrelated bivariate normal distribution, the sampling distribution of the 
studentized Pearson's correlation coefficient follows Student's t-distribution with n–2 degrees of 
freedom under the null hypothesis: 

𝑡 = 𝑟ඨ 𝑛 − 21 − 𝑟ଶ, (5)

where 𝑟 – linear Pearson’s correlation coefficient (𝑟௉) or Spearman's rank correlation coefficient (𝑟ௌ). 
All analyses were performed using the GenStat v. 23 statistical software package [32]. 

3. Results 

3.1. Correlation based on all observations 

The direction of correlation, characterized by the sign of the correlation coefficient calculated 
from all observed data, was always consistent for linear correlation and rank correlation (Figure 2). 
The concordance of significance (or lack thereof) of linear correlation with rank correlation was 
almost perfect. Simultaneous significance of 𝑟௉  and 𝑟ௌ  correlation coefficients was not observed 
only between RD and TEC. For these two traits, a significant rank correlation was observed (𝑟ௌ=0.133), 
with no linear correlation (𝑟௉=0.066) (Figure 2). 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 21 December 2023                   doi:10.20944/preprints202312.1604.v1

https://doi.org/10.20944/preprints202312.1604.v1


 6 

 

 
(a) (b) 

Figure 2. Comparison of Pearson's (a) and Spearman's (b) correlation coefficients of selected Pinus 

sylvestris L. traits calculated from all observations. NL – needle length, NW – needle width, NT – 
needle thickness, TEC – thickness of epidermis and cuticle, HCT – hypodermal cell thickness, RD – 
resin duct diameter. * – p<0.05; ** – p<0.01; *** – p<0.001; n=300. 

3.2. Correlation calculated on object mean values 

The signs of Pearson's and Spearman's correlation coefficients estimated from object averages 
were consistent for all pairs of traits except the RD-NL pair (𝑟௉=-0.059, 𝑟ௌ=0.042). However, both 
coefficients were not statistically significant (Figure 3). Analyzing the values of the correlation 
coefficients, concordance was observed in terms of their statistical significance for all pairs of traits 
except NL-TEC. Although both coefficients were negative, a statistically significant correlation 
coefficient between the two traits was observed only for ranks (𝑟ௌ=-0.663) (Figure 3b). 
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(a) (b) 

Figure 3. Comparison of Pearson's (a) and Spearman's (b) correlation coefficients of selected Pinus 

sylvestris L. traits calculated from tree averages. NL – needle length, NW – needle width, NT – needle 
thickness, TEC – thickness of epidermis and cuticle, HCT – hypodermal cell thickness, RD – resin duct 
diameter. * – p<0.05; ** – p<0.01; n=10. 

3.3. Correlation calculated on medians from empirical distributions. 

Correlation coefficients estimated from medians were characterized by sign agreement for linear 
and rank correlation except in two situations. For pairs of NL-TEC and NL-RD traits, linear 
correlation was inversely proportional – negative (-0.432 and -0.082, respectively), and rank 
correlation was positive (0.555 and 0.079, respectively). All four coefficients were not statistically 
significant (Figure 4). For most pairs of traits, the linear and rank correlation coefficients were 
statistically significant or insignificant at the same time (Figure 4a,b). Only between NL and NT was 
the opposite significance relationship observed: 𝑟௉ was not statistically significant (0.612; Figure 4a), 
and 𝑟ௌ had a significance level of α=0.05 (0.675; Figure 4b). 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 21 December 2023                   doi:10.20944/preprints202312.1604.v1

https://doi.org/10.20944/preprints202312.1604.v1


 8 

 

 
(a) (b) 

Figure 4. Comparison of Pearson's (a) and Spearman's (b) correlation coefficients of selected Pinus 

sylvestris L. traits calculated from median. NL – needle length, NW – needle width, NT – needle 
thickness, TEC – thickness of epidermis and cuticle, HCT – hypodermal cell thickness, RD – resin duct 
diameter. * – p<0.05; ** – p<0.01; n=10. 

3.4. Comparison between estimation methods 

The most significant correlation coefficients were observed when correlation was estimated on 
the basis of all original observations – without recalculations (Figure 2). Significantly less significant 
correlation coefficients were found when they were estimated on the basis of object means or medians 
(Figures 3 and 4). If a pair of traits was characterized by a significant correlation coefficient estimated 
from tree means or medians, it was also characterized by a significant correlation coefficient 
calculated on the basis of all observations. Pearson's linear correlation coefficients were equally 
significant (or simultaneously insignificant) when comparing estimation methods based on means 
and medians (Figures 3a and 4a). For Spearman's rank correlation coefficients, such a relationship 
was not clear in two cases. NT correlated significantly with NL when the assessment of this 
relationship was done on medians, while it was not significant for the correlation coefficient 
estimated on tree means (Figures 3b and 4b). In contrast, the opposite was true for the TEC-NL trait 
pair: the correlation coefficient based on mean values was statistically significant, while that based 
on medians was characterized by a lack of statistical significance (Figures 3b and 4b). 

4. Discussion 

Correlation analysis is an extremely important tool in biology for understanding relationships 
between various biological variables [33–36]. Its importance includes identifying relationships 
between traits of organisms, studying the inheritance of genetic traits, analyzing the influence of 
environmental factors, and studying disease and health. This provides more precise information on 
the functioning of living organisms and the influence of external factors on their life and health [37–
39]. 

Nevertheless, simply conducting a correlation analysis is only the beginning. By evaluating the 
results of such analysis, deeper insights into complex biological processes can be gained, which is 
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crucial for further research, interpretation of results and decision-making in both science and practice 
[40]. 

Evaluation of correlation analysis helps identify potential errors and pitfalls in the data. Before 
evaluating correlation, make sure that the analyzed data is reliable and properly collected. Otherwise, 
the results of the analysis may be erroneous or misleading. When assessing the quality of the data, it 
is important to avoid false conclusions and ensure the reliability of the research. 

Another key aspect of evaluating correlation analysis is to consider the biological context. Not 
all correlations are causal, meaning that even if there is a relationship between two variables, not 
necessarily one variable causes changes in the other. Correlation analysis should always be subjected 
to an evaluation of the biological context to avoid false interpretations. Otherwise, there is a risk of 
drawing incorrect conclusions about biological mechanisms [41,42]. 

Last but not least, the importance of assessing correlation analysis is to be able to predict the 
behavior of future variables based on known correlational relationships. In biology, especially in 
fields such as ecology or evolutionary biology, the ability to predict changes in populations or 
ecosystems is crucial for taking effective conservation measures or managing species populations 
[43–45]. 

In data analysis, especially in scientific research, the choice of appropriate statistical tools is 
crucial to obtaining reliable results. When the relationship between variables is studied, the question 
is often posed: is it worthwhile to simultaneously evaluate linear correlation and rank correlation? 
The answer to this question depends on the characteristics of the data and the purpose of the study 
[46]. In many cases, it is worth using both methods because they offer different perspectives on the 
relationship under analysis. Linear correlation is useful when the relationship between variables is 
linear. However, if the data contain outliers or do not meet the assumptions of normality, linear 
correlation can produce erroneous or misleading results. In such cases, rank correlation may be a 
more reliable alternative because it is less sensitive to outliers and does not require assumptions about 
the distribution of the data. In the research presented here, both measures were used to assess the 
correlation between the observed characteristics. Similarly, both measures, Pearson's and 
Sprearman's, were used in their studies, among others: Bonett and Wright [47], Artusi et al. [48], 
Hauke and Kossowski [49], and Eisinga et al. [50]. 

Assessing linear and rank correlation simultaneously provides a more complete picture of the 
relationship between variables. It may be that both methods indicate a similar relationship, which 
will strengthen our confidence in interpreting the results. In the study presented here, there was 
general agreement in the direction and significance of linear and rank correlation coefficients (Figures 
2–4). However, in the case of differing results, analysis of the two types of correlation can help 
identify specific traits of the data that affect the results of the analysis. Cases where the correlations 
did not agree were noted in the results obtained. In cases where the direction of correlation diverged, 
the correlation coefficients were not statistically significant, which does not imply consistency in 
decision-making. Linear and rank correlation coefficients with different signs were also obtained by 
other researchers: Udovičić et al. [51], Song and Park [52]. Simultaneous analysis of linear correlation 
and rank correlation can also help verify the results and ensure their reliability. If both methods 
indicate a similar relationship, our confidence in the veracity of the relationship increases. Such 
situations occurred in the results presented above on the correlation of six pine traits. If the results 
diverge, a closer examination of the data and potential reasons for the differences is necessary. A 
discrepancy in the context of significance/non-significance between Pearson's and Spearman's 
coefficients for a pair of TEC-RD traits requires a thorough investigation of the biological 
relationships between the traits. 

The higher number of statistically significant correlation coefficients in the situation of 
evaluation on the basis of all original observations than for the converted data (to mean or median 
values) is due to the higher number of degrees of freedom in testing. For all observations, the number 
of degrees of freedom was 298, while for testing based on mean and median values it was 8. This 
resulted in smaller critical values when testing correlation coefficients based on all original 
observations. 
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Linear correlation is essential in regression analysis, which is a widely used technique in the 
social and natural sciences. Linear correlation makes it possible to assess the extent to which one 
variable can predict another. The results of linear correlation analysis are the basis for linear 
regression models, which make it possible to predict the value of one variable from another. This is 
especially important in studies of forest stands [53–55]. 

The estimation of rank correlation coefficients has its own unique advantages over the 
estimation of linear correlation coefficients. Its robustness to outliers, lack of requirements for data 
distribution, ability to detect nonlinear relationships, adaptability to different measurement scales, 
and greater flexibility in analyzing nonlinear data make it an attractive choice in many scientific 
fields. The estimation of rank correlation coefficients is particularly valuable for analyzing data that 
do not meet assumptions about the linear nature of relationships between variables, making it a 
versatile tool in scientific research [56,57]. 

Both correlation methods have their place in data analysis, and the choice between them 
depends on the nature of the variables and the assumptions of the study. If the relationship between 
the variables appears to be linear and there are no extreme outliers, linear correlation may be an 
appropriate tool. On the other hand, if a linear relationship cannot be assumed or there are outliers, 
rank correlation may provide more reliable results. With rank correlation, critical values are less 
prone to change at different levels of statistical significance, which can be useful in analyses where 
statistical significance is crucial. Since in the results of the presented study the number of observations 
for each tree was relatively large (30 observations), the choice of method for estimating correlation 
coefficients (based on means, medians or all data) does not seem to matter much. In the case of a large 
number of observations (n=300), two or three outlier observations will not disturb the significance of 
the actual correlations. Evaluation based on medians "compensates" for outlier observations to a large 
extent. In contrast, the median-based approach is completely immune to outlier observations, even 
when there are more of them. Rank correlation is less sensitive to differences in measurement scale 
between variables. This means that it can be used to analyze measurement data on both interval and 
ordinal scales, making it more flexible in application. It is important to always understand the 
characteristics of the data and use the appropriate correlation method to obtain reliable and 
interpretable results in scientific research. 

5. Conclusions 

Studying the interdependence of characteristics is crucial in data analysis, as it allows 
understanding the relationships between different variables. It makes it possible to discover new 
facts, make predictions, optimize processes and conduct effective scientific research. Correlation 
helps identify patterns and relationships, which is a fundamental step in the process of data analysis 
and scientific inference. Evaluation of the results of correlation analysis is as important as the analysis 
itself. Through careful evaluation, misinterpretations can be avoided, relationships between variables 
can be understood in the appropriate biological context, and changes in the systems under study can 
be predicted, all of which contribute to scientific progress and effective activities in the field of 
biology. Simultaneous evaluation of linear correlation and rank correlation is an effective strategy in 
analyzing relationships between variables. It makes it possible to get a comprehensive picture of the 
relationship between data, taking into account the diversity of data and differences in the 
characteristics of the variables under study. Using both methods, more certain and reliable results 
are obtained, which provide a solid basis for interpreting the relationships between the analyzed 
variables. The simultaneous use of linear correlation and rank correlation allows for a more complete 
understanding of the phenomena under study, which contributes to the progress of science and the 
formation of more precise theories and hypotheses. Estimation of correlation coefficients based on 
medians is robust to outlier observations and factors that linear correlation is then very similar to 
rank correlation. 
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