Supplementary Information

Artificial Intelligence and Machine Learning techniques

Naive Bayes
The Naive Bayes classifier is one of the simplest and most effective classification algorithms that helps create fast ML models that can predict quickly. It is mainly used for text classification of high-dimensional training data sets. The most common applications are text classification, such as medical data, spam filtering, or sentiment analysis [1].

Decision Trees (DT)
Decision Trees (DT) are non-parametric algorithms used for classification and regression. It can solve problems for both categorical and numerical data. Their goal is to build a model that predicts the value of a target variable by learning simple decision rules derived from data features. It has a hierarchical tree structure consisting of root nodes, branches, internal nodes and leaf nodes. Each internal node represents the "test" for an attribute, each branch represents the result of the test, and each leaf node represents the final decision or result [2–4].

Support Vector Machines (SVM)
Support Vector Machines (SVM) combine techniques that can be used for classification, regression and outlier detection. Binary or multiple classifications can be implemented. Its main purpose is to be effective in large spaces, even if there are more of them than samples.
The goal of the SVM algorithm is to create the best line or decision boundary that can divide the n-dimensional space into classes so that we can easily classify new data points into the correct categories in the future. This optimal decision boundary is called a hyperplane. SVM selects extreme points/vectors that help create a hyperplane. These extreme cases are called support vectors, so the algorithm is called a support vector machine [5,6]. 

K-Nearst Neighbors (KNN)
K-Nearst Neighbors (KNN) algorithm is a general and widely used ML algorithm that is mainly used for its simplicity and ease of implementation. No assumptions are required about the underlying data distribution. It can handle both numerical and categorical data, making it a flexible choice for different types of data sets in classification and regression tasks. It is a non-parametric method that makes predictions based on the similarity of data points in a given dataset. Compared to other algorithms, K-NN is less sensitive to outliers. The K-NN algorithm works by determining the K nearest neighbors of a given data point. The class or value of a data point is then determined by a majority vote or the average of K neighbors. This approach allows the algorithm to adapt to different patterns and make predictions based on the local structure of the data [7,8].

Linear Regression
Linear regression is a type of supervised ML algorithm that computes the linear relationship between a dependent variable and one or more independent features. When the number of the independent feature is “1” then it is known as univariate Linear regression, and in the case of more than one feature, it is known as multivariate linear regression [9].

Logistic Regression
Logistic regression is another supervised learning algorithm which is used to solve the classification problems. In classification problems, we have dependent variables in a binary or discrete format such as “0” or “1”. Logistic regression algorithm works with categorical variables such as “0” or “1”, “Yes” or “No”, etc. Logistic regression uses sigmoid function or logistic function which is a complex cost function [9,10]. 

Polynomial Regression
Polynomial regression is a type of regression that uses linear models to model nonlinear data sets. It is similar to multivariate linear regression but fits a nonlinear curve between the value of “x” and the corresponding conditional value of “y”
Suppose there is a dataset which consists of data points which are present in a non-linear fashion, so for such a case, linear regression will not best fit to those data points. To cover such data points, we need Polynomial regression.
In Polynomial regression, the original features are transformed into polynomial features of a given degree and then modeled using a linear model. Which means the data points are best fitted using a polynomial line [9].

Ridge Regression
Ridge regression is a regularization technique, which is used to reduce the complexity of the model; it is also called L2 regularization. It is one of the most robust versions of linear regression in which a small amount of bias is introduced so that we can get better long-term predictions. The amount of bias added to the model is known as Ridge Regression penalty. We can compute this penalty term by multiplying with the lambda to the squared weight of each individual feature [11,12].

Lasso Regression
Lasso regression is another regularization technique to reduce the complexity of the model and it is also called L1 regularization. It is similar to the Ridge Regression except that the penalty term contains only the absolute weights instead of a square of weights [13]. 

Elastic Net (EN)
Elastic Net (EN) is another method that linearly combines the penalties of Ridge and LASSO. Compared to LASSO, EN can generate a model that contains more features than observations. Furthermore, EN exhibit grouping effects, where highly correlated features have similar estimated coefficients [14].
Bagging
Bagging, also known as Bootstrap aggregating, is an ensemble learning technique that helps to improve the performance and accuracy of ML algorithms. It is used to deal with bias-variance trade-offs and reduces the variance of a prediction model. Bagging avoids overfitting of data and is used for both regression and classification models, specifically for decision tree (DT) algorithms. Bagging is used when our objective is to reduce the variance of a decision tree. Here the concept is to create a few subsets of data from the training sample, which is chosen randomly with replacement. Now each collection of subset data is used to prepare their decision trees thus, we end up with an ensemble of various models. The average of all the assumptions from numerous trees is used, which is more powerful than a single decision tree.

Boosting
Boosting is another ensemble procedure to make a collection of predictors. In other words, we fit consecutive trees, usually random samples, and at each step, the objective is to solve net error from the prior trees. If a given input is misclassified by theory, then its weight is increased so that the upcoming hypothesis is more likely to classify it correctly by consolidating the entire set and at last converts weak learners into better performing models [15].

Gradient Boosting
Gradient Boosting is an expansion of the boosting procedure. It is a popular supervised ML technique that aggregates an ensemble of weak individual models to obtain a more accurate final model. Gradient boosting is a unique ensemble method since it involves identifying the shortcomings of weak models and incrementally or sequentially building a final ensemble model using a loss function that is optimized with gradient descent.  Decision trees are typically the weak learners in gradient boosting and consequently, the technique is sometimes referred to as Gradient Tree Boosting [15,16].

eXtreme Gradient Boosting (XGBoost)
eXtreme Gradient Boosting (XGBoost) is also a boosting ML algorithm, which is the next version on top of the gradient boosting algorithm. The full name of the XGBoost algorithm is, as the name suggests, an extreme version of the previous gradient boosting algorithm.
The main difference between Gradient Boosting and XGBoost is that XGbost uses a regularization technique. In simple words, it is a regularized form of the existing gradient boosting algorithm. Due to this, XGBoost performs better than a normal gradient boosting algorithm and that is why it is much faster than that also. It also performs better when there is a presence of numerical and categorical features in the dataset [17].

CatBoost
CatBoost uses decision trees for classification and regression. It has two main entities; it works with categorical data and it uses gradient enhancement. It overcomes a limitation of other decision tree-based methods in which, in general, data must be preprocessed to convert categorical string variables to numerical values, one-hot coding, and so on. This method can directly consume a combination of categorical and non-categorical explanatory variables without preprocessing. CatBoost uses a method called ordered coding to code category entities, which considers the target statistics of all rows preceding a data point to calculate a value to replace the categorical entity. Another unique feature of CatBoost is that it uses symmetric trees, this means that at each depth level all decision nodes use the same split condition. CatBoost can also be faster than other methods such as XGBoost [18,19]. 

LightGBM
LightGBM is a gradient boosting ensemble method used in the based on decision trees. As with other decision tree-based methods, LightGBM can be used for both classification and regression. LightGBM is optimized for high performance with distributed systems. LightGBM creates decision trees that grow by leaves, meaning that, given a condition, only a single leaf is split, depending on the gain. Sometimes leaf trees can be overfitting, especially with smaller datasets [20]. 

Adaptive Boosting (Adaboost)
Adaptive Boosting (AdaBoost) is a supervised ML algorithm used to improve the accuracy of weak classification models. The AdaBoost algorithm iteratively trains a series of weak classifiers on different subsets of data and assigns higher weights to data that were misclassified in previous iterations. The results of these weak classifiers are then combined into a weighted strong classifier, where the better performing weak classifiers have higher weights in the final classification. The AdaBoost algorithm is known for its ability to significantly improve the accuracy in complex classification tasks with large and noisy data sets. In addition, it is easy to implement and can adapt to various weak algorithms, making it popular in ML practice [21].

Random Forest (RF)
Random Forest (RF) is one of the most powerful supervised learning algorithms which can perform regression as well as classification tasks. It uses the Bagging technique of ensemble learning in which aggregated decision trees run in parallel and do not interact with each other. RF regression is an ensemble learning method which combines multiple decision trees and predicts the final output based on the average of each tree output [22].

Extra Trees (ET)
Extra Trees (ET) are a version of the RF. Some differences are that RF uses bootstrap replicas whereas ET use the whole original sample, and that RF chooses the optimum split while ET chooses it randomly. However, once the split points are selected, the two algorithms choose the best one between all the subset of features. These differences motivate the reduction of both bias and variance. On one hand, using the whole original sample instead of a bootstrap replica will reduce bias. On the other hand, choosing randomly the split point of each node will reduce variance [23].

Neural Networks (NN)
Neural Networks (NN) are one of the deep learning algorithms that simulate the workings of neurons in the human brain. 
The main difference between NN and linear regression is that the linear regression can only learn the linear relationship between the features and target while NN can learn the complex non-linear relationship. NN have the ability to learn the complex relationship between the features and target due to the presence of activation function in each layer. NN consist of the Input layer, Hidden layers, Output layer. The hidden layer can be more than one in number. Each layer consists of “n” number of neurons. Each layer will be having an activation function associated with each of the neurons. The activation function is the function that is responsible for introducing non-linearity in the relationship [24,25]. 

Multilayer Perceptron (MLP)
A multilayer perceptron (MLP) is a misnomer for a modern feedforward artificial neural network, consisting of fully connected neurons with a nonlinear kind of activation function, organized in at least three layers, notable for being able to distinguish data that is not linearly separable. It is a misnomer because the original perceptron used a heaviside step function, instead of a nonlinear kind of activation function [26,27].
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