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Abstract: Hospital readmission and length of stay prediction provide info to manage hospitals’

bed capacity and the number of required staff, especially during pandemics. We present a hybrid

deep model called Genetic Algorithm-Optimized Convolutional Neural Network (GAOCNN) with

a unique preprocessing method to predict hospital readmission and the length of stay in patients

having various conditions. GAOCNN uses one-dimensional convolutional layers to predict hospital

readmission and length of stay. The parameters of the layers are optimized using a genetic algorithm.

To show the performance of the proposed model in patients with various conditions, we evaluate

the model under three healthcare datasets; the Diabetes 130-US hospitals dataset, the COVID-19

dataset, and the MIMIC-III dataset. The diabetes 130-US hospitals dataset has information on both

readmission and the length of stay, while COVID-19 and MIMIC-III datasets just include information

on the length of stay. Experimental results show that the proposed model’s accuracy for hospital

readmission is 97.2% for diabetic patients. Also, the accuracy of the length of stay prediction is 89%,

99.4%, and 94.1% for diabetic, COVID-19, and ICU patients, respectively. These results confirm the

superiority of the proposed model compared to existing methods. Our findings offer a platform for

managing healthcare funds and resources for patients with various diseases.

Keywords: readmission; length of stay; convolutional neural networks; genetic algorithm; diabetes;

COVID-19

2. INTRODUCTION

Hospital readmission and length of Stay (LOS) have major roles in hospitals’ expenditures.

Recently, healthcare systems’ main focus is patients being readmitted to hospitals within a short time

frame (mostly considered 30 days) after discharge [1]. According to the latest report, the United States

healthcare system’s burden was 41 billion dollars due to hospital readmissions of diabetic patients

within 30 days [2]. A study in Spain revealed that while the total annual cost of diabetic patients was

1803.6 euros per person, the cost of hospitalization for these patients was 801.6 euros [3]. Another

research conducted in the United States showed that the direct annual cost of diabetes is about 9,595

dollars per person [4]. There are direct and indirect costs of healthcare systems related to inpatient

hospitalization. Direct medical costs include the costs associated with services provided at the hospital

such as inpatient stays, ICU stays, laboratory tests, and other types of hospital visits. For various

diseases, the hospitalization share of the total cost is different. For diabetic patients, 35% of the total

cost is considered for hospitalization [5]. This share for swine flu is 40%. The hospitalization cost for

COVID-19 patients varies based on age [6]. On average 92.6% of the total cost of COVID-19 patients is

for hospitalization [7]. These facts indicate that readmission time and LOS are responsible for more

than 50% of the total cost to the patients. Besides the cost to the patients and healthcare systems,
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long LOS and repeated readmission lead to other problems too. An increase in LOS downgrades the

quality of healthcare services due to the increase of patients to nurses ratio. During the COVID-19

pandemic, it has been reported that for every extra patient per nurse, a 7% increase in the odds of

patient failure-to-rescue and a 7% increase in the likelihood of dying within 30 days [8]. Recently, with

the emergence of COVID-19, the need for hospital beds has increased. The LOS for COVID-19 patients

varies based on the level of severity and age group; the LOS of COVID-19 patients increases with

age for patients older than 60. However, the LOS for COVID-19 patients at ICU decreases for people

aged 80 years or older due to a higher mortality rate [9]. The hospital readmission of diabetic patients

within 30 days will increase the risk of getting COVID-19 [10]. Diabetic patients have a risk factor

for hospitalization and a high mortality rate of COVID-19. According to recent research in China,

the COVID-19 mortality rate in diabetes patients is about threefold more elevated than the general

patients’ mortality rate [10]. Thus, precise prediction of readmission and LOS help the healthcare

system to manage the availability of hospitals’ beds and quality of service. In this research, we propose

a hybrid model with the combination of deep learning and evolutionary algorithms under the name of

Genetic Algorithm-Optimized Convolutional Neural Network (GAOCNN). Proposed algorithms are

evaluated by 3 different datasets to predict the readmission time frame for diabetic patients and LOS

for diabetic, COVID-19, and ICU patients. Experimental results indicate that the GAOCNN estimates

the readmission with 97.2% accuracy. Also, the accuracy of the GAOCNN for the length of stay

prediction is 89%, 99.4%, and 94.1% for diabetic, COVID-19, and ICU patients, respectively. Comparing

results of proposed algorithms with similar research in Table 5 and 6 show superior performance for

both LOS and readmission time frame prediction.

3. RELATED WORKS

Numerous models have been developed to predict patients’ conditions in medical facilities [11,12].

Recent studies have focused on utilizing machine learning techniques for readmission prediction.

Forsman and Jonsson used k-nearest neighbor, logistic regression, boosted decision tree [13], and

artificial neural network [14] for readmission prediction. Their purpose was to classify patients into

two groups: patients who never returned to the hospital and patients who returned within 30 days.

The best result for this research was 80.1% accuracy with the logistic regression model. Alloghani et

al. [15] applied machine learning to diabetes data to recognize patterns and combinations of factors

that characterize the readmission of diabetes patients. They used a range of classifiers including

Linear Discriminant Analysis [16], Random Forest, k-Nearest Neighbor, Naive Bayes, Decision Tree,

and Support Vector Machine (SVM) [17]. Their best result was the area under the receiver operating

characteristic curve (AUROC) and the precision of 64% and 51%, respectively, using the Naive Bayes

algorithm. Hammoudeh et al. [18] presented a convolutional neural network model as a binary

classifier to predict readmission. Their goal was to distinguish between patients who returned to

the hospital and others who did not return. They reported accuracy and AUROC of 80% and 85%,

respectively. Mingle [19] used machine learning classifiers such as Random Forest, Extreme Gradient

Boosted Trees, Balanced Random Forest, Gradient Boosted Trees, Gradient Boosted Greedy Trees,

Extreme Gradient Boosted Trees, Extreme Gradient Boosted Classifier [20] and Nystroem Kernel SVM

[21] with a range of encoding procedures. The best accuracy of classifying patients into either never

returned to the hospital or returned within 30 days was 78%. Morton et al. [22] tested supervised

machine learning algorithms such as Support Vector Machines Plus (SVM+) and random forest for

predicting short-term stays (stays that are less than 3 days) at hospitals for diabetic patients. They

worked on a 3-class classification and reported 68% accuracy with 1% tolerance which they achieved

with SVM+. Yakovlev et al. [23] used a multilayer perceptron to predict the hospital LOS for coronary

syndrome patients. They used 6,000 samples which were divided into 5,000 training samples and

1,000 testing samples. The average and the standard deviation of the predicted LOS were 15 and 9.5

days, respectively. Tsai et al. [24] proposed a machine learning algorithm for hospital management

by predicting the length of stay before patients’ admission. They developed deep learning models to
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predict the length of stay for patients with one of three primary diagnoses: coronary atherosclerosis,

heart failure, and acute myocardial infarction in a cardiovascular unit. They reported 67% accuracy

with a 2-day tolerance. Schorr [25] introduced a theoretical structure for predicting the hospital’s

length of stay. The result of the mentioned paper proposes that the length of stay is difficult to be

predicted by a single feature.

For the length of stay prediction in COVID-19 patients, various machine learning models have

been used. Manhub et al. [26] used a decision tree to predict the COVID-19 patients’ length of stay.

They analyzed 2,017 patients from January to July 2020. The result of their work indicates an R2-score of

49.8% and a median absolute deviation of 2.85 days. For the prediction of discharge time in COVID-19

patients, Nemati et al.[27] used the health records of 1,182 patients. They used only age and gender

as input features for the discharge time prediction. They tested the gradient boost algorithm, Cox

regression, and fast SVM for the discharge time prediction. They reported that the best result was

achieved by the gradient boost algorithm with an accuracy of 71.7%.

None of the above-mentioned methods has taken any action to predict patients’ long-term hospital

length of stay. All existing length of stay classifications is restricted to three or fewer classes. Also,

the existing models do not have a high performance for the classification of readmitted patients into

more than two categories. Most of the reviewed works have focused on using standard machine

learning models for the length of stay prediction and their performance has been reported on a single

disease only. To overcome the limitations of previous works, we propose a method to predict both

the readmission and the length of stay in patients with various conditions using a novel hybrid

deep model(GAOCNN). In the GAOCNN, the Convolutional Neural Network (CNN) predicts the

hospital readmission and the length of stay, while the genetic algorithm optimizes the parameters

of the layers to improve the performance. The proposed model is evaluated using three datasets

of diabetic, COVID-19, and ICU patients. To compare GAOCNN performance with other artificial

intelligence techniques, we used a traditional machine learning model such as SVM, or a traditional

deep learning model such as VGG16 [28]. Also, we combine traditional machine learning with deep

learning models such as CNN+SVM to ensure the capability of GAOCNN compared to the hybrid

model. The experimental results indicate superior performance compare to machine learning, deep

learning models, and hybrid models (Tables 2–4). Compared to similar research proposed algorithms

can help to predict LOS with a lower time frame too. Lower time frame length leads to a better

knowledge of the number of patients each day and this knowledge can help the hospital to manage

nurse scheduling programs better, especially during the pandemic.

4. DATASET

To show the performance of the proposed model in patients with various conditions, we evaluate

the proposed model using datasets of diabetic, COVID-19, and ICU patients. The dataset we have

used for diabetic patients has information on both readmission and the length of stay, while the other

two datasets just include information on the length of stay. The details of each dataset are explained in

the following sections.

4.1. Diabetes

For diabetic patients, we use a dataset of 130 hospitals in the United States from 1999 to 2008 [29].

The dataset consists of 101,766 records with 50 attributes, such as ethnicity, gender, age, weight, and

hospital visits. The data also contains features such as patient identification number, admission type,

hospital length of stay, the specialty of the admitting physician, the number of performed lab tests,

glycated hemoglobin (HbA1c) test results, diagnosis, the number of medications, diabetic medications,

the number of inpatients and outpatient, and the number of emergency visits in the year before the

hospitalization. Weight and age are recorded in 10-year and 25-pound intervals, respectively. Gender

was mentioned as male, female, or unknown. The percentage of patients with male, female, and

unknown gender is 53.77%, 46.22.%, and 0.01%, respectively.
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The hospital inpatient and outpatient visits within the year before the hospitalization have been

recorded in the dataset. The specialty of the admitting physician had been recorded as 84 distinct

values such as cardiology, internal medicine, family or general practice, and surgeon. In the dataset,

the range of the glucose serum test result had been recorded as "normal", "more than 200", "more

than 300", or "not measured". The primary, secondary, and additional secondary diagnoses have been

recorded in the International Statistical Classification of Diseases (ICD) codes [30]. The attributes of

the primary, secondary, and additional secondary diagnosis have been coded as the first three digits of

the ICD-9 [30] having 848, 923, and 954 distinct values, respectively. More than 44% of the primary

diagnosis in the dataset are related to circulatory and respiratory systems diseases.

4.2. COVID-19

We have gathered the medical records of 1,085 COVID-19 patients from January to February

2020 from a publicly available COVID-19 dataset [31]. The dataset consists of information including

symptom-onset, hospital visit date, exposure date, recovered date, and death. Personal information

about age, gender, location of hospitalization (country/state), and travel history from Wuhan is also

reported. The most significant information is the date of exposure to the public and the date before

the critical condition. The length of stay has not been reported in the dataset directly, but it can be

extracted using the difference between the hospital visit and discharge or death. Most of the patients

lived in China, South-East Asia, and the United States.

4.3. ICU

Intensive Care Unit (ICU) patients’ information is extracted from the MIMIC-III clinical dataset

[32]. This dataset consists of 58,976 patients, 42,071 of whom are admitted to the hospital with an

emergency condition. The dataset had been gathered from Beth Israel Deaconess Medical Center

between 2001 and 2012. The dataset consists of personal characteristics such as sex, age, ethnicity,

and detailed admit information for each patient including type and location of admission. Other

information such as the number of lab procedures, the number of transformations between hospitals,

and the length of stay are reported in this dataset.

5. MODEL

5.1. GAOCNN

We present a hybrid deep model called Genetic Algorithm-Optimized Convolutional Neural

Network (GAOCNN). In this model, the convolutional layers are used for feature extraction and

dense layers for classification, while the Genetic Algorithm (GA) is applied for optimizing the layers’

parameters. The overall structure of the proposed model is shown in Figure 1. The GAOCNN has two

convolutional layers. After the convolutional layers, there is a pooling layer that is specified as average

pooling functions [33]. Also, we use two fully connected layers with a dropout which mitigates the

risk of overfitting [34].

The convolutional layers employ local connections and weights to extract features from input

data and build dense feature vectors. Since our data is two-dimensional (samples, attribute), we

apply one-dimensional convolutional layers. The main algorithm is a simple CNN model. The main

drawback of deep neural network models is their vast space of hyperparameters which makes the

parameter selection tedious. Most researchers use techniques such as random search [35] and grid

search [36]. When we use these searching techniques, there is a trade-off between increasing layers and

run time to reach a proper solution. To overcome this challenge, we use the Genetic Algorithm (GA)

for the scientific selection of parameters. Also, the whole process can be completed without human

intervention. This automation in the learning process will help healthcare systems in reaching the

right performance without expert supervision. The GA has been used widely in artificial intelligence

fields, such as medical image processing, machine learning, and deep learning hybrid models [37].
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The most important elements of the GA are the environment and the fitness function. By defining a

proper fitness function, we can guide the model to improve performance. The GA uses the process

of selection, crossover, and mutation to choose the number of convolution kernels, the number of

convolution filters, and the number of epochs and neurons of the model. The GA’s standard steps

are the initialization of the population, selection between created population, logical combination

(crossover), randomness (mutation), and decoding. Before importing the data into GA algorithms,

the encoding procedure is performed. After making the first random generation of the population’s

data, according to the principle of ’survival of the fittest, only the fittest generation of the population

are surviving. In each generation, individuals are selected according to their fitness. The surviving

populations will be the parents of the next generations. Because new generations tend to maximize the

defined fitness function, more generation production increases the chance of reaching a better solution.

In the proposed algorithm, we use a maximum filter to choose the best hyper-parameters according to

the highest fitness function in every step.

Figure 1. Structure of the proposed model.

The flowchart of the applied genetic algorithm has shown in Figure 2. At the beginning of the

training phase, the number of filters, the number of convolution kernels, and the number of neurons

in each layer are randomly initialized. Then, the fitness function is calculated for the first generation.

Using crossover and possible mutation of the parents, the next generations are created. The fitness

values for new children are sorted in descending order and the best of them are selected for the next

generations. Using this algorithm, the model’s loss decreases gradually and the accuracy increases

continuously.

The fitness function of the genetic algorithm is defined as

F = α · a · V1 + β

(

1

l + ε

)

V2 (1)

where a and l are the accuracy and the loss, respectively, measured on the test set. α and β are two

hyperparameters that are specified based on calculated loss (2). ε is a small value that has been added

to the denominator to avoid dividing by zero. V1 and V2 are defined below to select the best kernel

size, the filter size, and the number of neurons and epochs.

V1 = 0.3 ∗

(

NF

NFT

)

+ 0.3 ∗

(

NK

NKT

)

+0.2 ∗

(

NU

NUT

)

+ 0.2 ∗

(

NE

1.5

)

(2)
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and

V2 = 0.3 ∗

(

1 −
NF

NFT

)

+ 0.3 ∗

(

1 −
NK

NKT

)

+0.2 ∗

(

1 −
NU

NUT

)

+ 0.2 ∗

(

1 −
NE

1.5

)

(3)

where NF is the number of convolution filters, NFT is the total number of convolution filters. NK is the

number of convolution kernels. NKT is the total number of convolution kernels. NU is the number of

neurons at the deep layer. NUT is the total number of neurons at the deep layer, and NE is the total

number of epochs.

Figure 2. The flowchart of the proposed genetic algorithm.

The fitness function has been defined in a way that increases the accuracy while decreasing the

loss. To make sure the value of the fitness function is smooth, we define the values of α and β as

• If the loss (l), is greater than or equal to 1, the Categorical Crossentropy Loss (CCL) varies

between 1 and 10. So, we define alpha and beta as 0.1 and 0.9, respectively.
• If the loss (l), is less than 1, the CCL varies between 0.001 and 1. So, we define α and β as 0.99

and 0.01, respectively.

In summary, the proposed approach sets the number of neurons, convolutional kernel size, and

convolutional filter size. Besides choosing mentioned parameters of the model, GAOCNN indicates

the number of epochs for training the model too. Thus, GAOCNN tries to increase the number of

epochs as long as the tuned structure increases the accuracy and decreases the loss. Choosing the

number of epochs for training leads to the optimal time for training.
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6. EXPERIMENTAL RESULT

To evaluate the proposed model for diabetic patients, we use the diabetes 130-US hospitals dataset

[29]. The dataset represents ten years (1999–2008) of clinical care at 130 hospitals and integrated

delivery networks in the United States. In total, there are 101,766 records (encounters) available for

analysis. This data source generally has 50 attributes (13 attributes are integer types and 37 attributes

are object types). In this research, we use the attributes in which the missing value percentage is less

than 20%. We have also removed constant and quasi-constant attributes for our dataset, as these

provide no information for the classification task. Constant attributes are the features that contain a

single value for all records in the dataset [38]. Quasi-constant attributes are almost stable features.

Here, we consider features as the quasi-constant with the same value in more than 99.99% of the

records. Hospital readmission was stratified into three cohorts: patients who are never readmitted after

discharge, patients who are readmitted within 30 days of discharge, and patients who are readmitted

after 30 days of discharge (up to a year) [29]. Figure 3 shows the population size of each diabetic patient.

As can be seen, 54% of the patients are never readmitted after discharge, resulting in imbalanced data.

Figure 3. Distributions of the readmission in diabetic patients.

The hospital length of stay (LOS) range varies for different diseases. For diabetic patients, the

length of stay is between 1 to 14 days. For COVID-19 patients, the LOS is between 1 to 27 days in

the dataset. For ICU patients, it is between 1 to 289 days in the MIMIC-III dataset. To consider these

variations, we create different classes for the length of stay on each disease. For diabetic patients, we

consider seven classes: 1–2 days, 3–4 days, 5–6 days, 7–8 days, 9–10 days, 11–12 days, and 13–14 days.

For COVID-19 patients, we consider these classes: 1–2 days, 3–4 days, 5–6 days, 7–8 days, 9–10 days,

11–12 days, 13–16 days, 17–20 days, and 21–27 days. For the MIMIC-III dataset, we consider the classes

the same as the COVID-19 dataset up to a 20-day LOS. But, for a LOS longer than 20 days, we make

these classes: 21–30 days, 31–50 days, 51–80 days, 81–110 days, and longer than 110 days. We have

considered 3-day intervals for short-term length of stays similar to the existing research [22,39,40]. For

the long-term length of stays, we considered larger intervals to avoid having many classes. The narrow

class division will help hospitals and the healthcare system to determine hospital staff and necessary

beds for servicing patients better.

The distribution of the length of stay in each dataset is shown in Figure 4. As can be seen, by the

increase in the length of stay, the density (the number of patients) decreases. One of the most important

features that affect patients’ LOS is age [41]. Figure 5 shows the relationship between age and length

of stay for different genders in the used datasets. The figure shows that most patients are aged 50 to 70

years and the length of stay increases with age. In the MIMIC-III dataset, a surge of length has been

recorded for patients aged 0 to 2 years that belong to young children.
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(a) (b)

(c)

Figure 4. Length of stay distribution; (a) Diabetes, (b) COVID-19, (c) MIMIC-III.

(a) (b)

Figure 5. Cont.
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(c)

Figure 5. Relation between age and length of stay for different genders; (a) Diabetes, (b) COVID-19, (c)

MIMIC-III.

6.1. Preprocessing

Considering the number of null values for each feature in the datasets, we ignored features

with more than 20% unknown value. We imputed the features that have a null value less than 20%

with the use of k nearest neighbor [42]. Also, we computed the correlation between features and

eliminated the features having more than 50% correlation. We also eliminated features with constant

values. After cleaning the datasets, we applied three different encoding procedures. First, we used a

label encoder that converts ’No’ values to ’0’ and ’Yes’ values to ’1’. Then, we applied the One-hot

encoding and target encoding [43] to the cleaned datasets. The use of one-hot and target encoders has

shown promising results when CNN is used as a classifier [44]. As mentioned, the used datasets are

imbalanced in terms of both the readmission and the length of stay. This can affect the performance

of the proposed model. Here, we use an advanced sampling technique called T-Link [45], followed

by an oversampling technique to make the datasets balanced. Using this method, the total number

of instances for the readmission prediction will decrease to 33,104 samples (11,150 never readmitted,

11,150 readmitted within 30 days, and 10,804 readmitted after 30 days). The distribution of the length

of stay in the balanced datasets is shown in Figure 6.

(a)

Figure 6. Cont.
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(b)

(c)

Figure 6. Distributions of the length of stay in the original and balanced datasets; (a) Diabetes, (b)

COVID-19, (c) MIMIC-III.

As it is shown in Figure 6 after using sampling methods the distance between the distribution of

each class is decreased while the original distribution is saved.

6.2. Performance Analysis

After preprocessing, we divide each dataset into three sets: train, validation, and test. For better

evaluation of the proposed model, we use k-fold cross-validation [46]. Here, we consider K as 10. A

single fold acts as a test set, while the remaining nine folds are used as the training set. Finally, the

results are averaged to represent a single estimation. The model was trained using the Tesla P100

graphics processing unit. The runtime for reaching the desired result was different based on the

dataset and the number of classes for prediction. For MIMIC-III and diabetes datasets, the runtime to

train the model was between 3 to 4 days whereas for LOS prediction on the COVID-19 dataset, the

runtime was about 6 hours. To compare the proposed model, we used VGG16, ResNet, GoogLeNet

[28], Logistic Regression (LR) [17], Random Forest (RF) [17], eXtreme Gradient Boosting (XGBoost) to

[20]), and Support Vector Machine (SVM) as the benchmarks. Also, we implemented a combination of

CNN and LR, CNN and RF, CNN and XGBoost, CNN and SVM, and a semi-supervised Generative

Adversarial Network (SGAN) model. For combining CNN with other machine learning methods we

used convolutional layers as feature extractors and machine learning models as classifiers [47]. SGAN

uses the CNN model achieved by GAOCNN as a generator and a multi-layer perception with 3 hidden

layers and 128, 64, and 23 units respectively as discriminator [48]. We just converted the structure of

the 2D convolutional layer of the mentioned model into 1D convolutional to match the structure of

healthcare data. Table 1 indicates the performance of the readmission prediction using the proposed
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model (GAOCNN) and the benchmark models for diabetic patients. As can be seen, the GAOCNN

outperforms all benchmarks.

Table 1. Results of readmission prediction for diabetics patients.

Model Accuracy (%) Sensitivity (%) Specificity (%) F-Measure (%) Precision (%)

GAOCNN 97.2 96.7 99.3 96.9 97.1
VGG16 38.0 38.2 37.8 45.6 38.2
ResNet 38.0 38.2 38 44.2 38.2
GoogLeNet 39.6 38.4 50.3 38.4 38.4
LR 86.8 86.8 93.4 86.8 86.8
RF 90.0 94.4 96.5 90.0 90.0
XGBoost 94.4 94.4 97.8 94.4 94.5
SVM 94.9 94.3 98.4 94.9 94.9
CNN + LR 87.5 86.5 94.2 87.5 87.4
CNN + RF 91.7 91.4 96.8 91.7 91.7
CNN + XGBoost 94.8 94.6 98.9 94.8 94.8
CNN + SVM 95.1 95.1 95.1 95.1 95.1
SGANs 58.9 51.7 52.6 56.9 63.3

The classification results of the length of stay for diabetic, COVID-19, and ICU patients are shown

in Figures 2, 3 and 4, respectively. As can be seen, the performance of the GAOCNN is higher than all

benchmarks for the length of stay prediction in all diseases.

Table 2. Results of the length of stay prediction using different models for diabetic patients.

Model Accuracy (%) Sensitivity (%) Specificity (%) F1-Measure
(%)

Precision (%)

GAOCNN 89.0 89.8 97.8 90.2 90.4
VGG16 18.1 18.1 25.4 18.1 18.1
ResNet 17.7 17.7 20.8 17.7 17.7
GoogLeNet 28.6 2.3 35.6 4.5 67.9
LR 28.9 28.9 32.6 26.4 26.3
RF 79.9 79.9 92.7 79.7 79.6
XGBoost 78.8 78.8 92.6 78.3 77.9
SVM 36.5 33.5 42.3 32.1 31.9
CNN + LR 32.7 32.7 45.3 31.3 30.9
CNN + RF 80.0 80.0 93.4 79.7 79.6
CNN + XGBoost 78.8 78.8 94.4 78.3 77.9
CNN + SVM 36.2 36.2 43.3 34.8 34.5
SGANs 43.5 14.9 75.1 23.6 72.9

For better observation of the performed prediction tasks using GAOCNN, we compute the

normalized confusion matrix [49] of the model. For readmission prediction in diabetic patients, the

confusion matrix is shown in Figure 7. The result shows that for the patients that are readmitted within

30 days, there is just a 3% chance of incorrect prediction. Also, for the patients who are readmitted after

30 days, the error rate is 5%. For the length of stay, the normalized confusion matrix of the prediction

in diabetic, COVID-19, and ICU patients is shown in Figures 7, 8 and 9, respectively.
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Table 3. Results of the length of stay prediction using different models for COVID-19 patients.

Model Accuracy (%) Sensitivity (%) Specificity (%) F1-Measure
(%)

Precision (%)

GAOCNN 99.4 99.4 99.8 99.4 99.4
VGG16 14.1 14.6 20.5 14.6 14.6
ResNet 12.7 12.7 17.8 12.7 12.7
LR 92.1 92.1 98.8 92.1 92.3
RF 89.3 89.3 95.6 89.2 89.1
XGBoost 91.4 91.4 98.4 91.4 91.3
SVM 84.7 84.7 92.8 84.7 84.8
CNN + LR 70.3 70.3 89.9 70.2 70.6
CNN + RF 87.3 87.3 96.1 87.3 87.4
CNN + XGBoost 87.7 87.7 96.2 87.8 88.6
CNN + SVM 81.3 81.3 92.5 81.3 81.8
SGANs 93.5 93.3 98.8 93.6 93.9

Table 4. Results of LOS prediction using different models for ICU patients.

Model Accuracy (%) Sensitivity (%) Specificity (%) F1-Measure
(%)

Precision (%)

GAOCNN 94.1 94.0 98.8 94.2 94.5
VGG16 10.1 10.1 20.6 10.1 10.1
ResNet 8.7 28.7 8.9 17.7 17.7
GoogLeNet 17.7 15.9 42.6 25.2 60.1
LR 43.9 43.9 65.1 38.4 36.2
RF 76.1 76.1 89.6 76.1 76.0
XGBoost 83.5 83.5 93.7 83.3 83.2
SVM 56.0 59.4 83.3 56.1 56.0
CNN + LR 43.6 43.6 72.7 42.4 41.8
CNN + RF 80.9 80.9 90.6 80.9 81.0
CNN + XGBoost 83.2 83.2 96.5 83.1 82.9
CNN + SVM 39.8 39.8 59.0 39.3 39.6
SGANs 56.1 45.7 92.6 54.5 67.7

(d) (e)

Figure 7. The normalized confusion matrix; (a) readmission prediction in diabetic patients, (b) length

of stay prediction in diabetic patients.
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Figure 8. The normalized confusion matrix for the length of stay prediction in COVID-19 patients.

Figure 9. The normalized confusion matrix for the length of stay prediction in ICU patients.

To compare the performance of the GAOCNN with other research, we surveyed the recently

published work on hospital readmission and length of stay prediction. In this comparison, we used

accuracy and area under receiving operation characteristic (AUROC) reported in the papers. The

result of this comparison is shown in Tables 5 and 6. The missing values in the tables mean that the

papers have not reported them. This comparison result confirms that the GAOCNN is superior to the

published works in both hospital readmission and length of stay prediction tasks.
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Table 5. Comparison of the proposed model with the published works for readmission prediction on

the diabetes dataset.

Model Accuracy (%) AUROC (%)

Tamin and Iswari (2017) 75.9 -
Hammoudeh et al. (2018) 92 95
Popel et al. (2018) 82.27 -
Alturki et al. (2019) 94.8 -
Goudjerkan and Jayabalan (2019) 95 95
Seraphim et al. (2020) 86 66.7
Norbrun (2021) 89.7 96
GAOCNN 97.2 99

Table 6. Comparison of the proposed model and the published works for the length of stay prediction

on diabetes, COVID-19, and MIMIC-III datasets.

Model Number of
Classes

Accuracy (%) AUROC (%) Dataset

Gentimis et al. (2017) 2 79.8 - MIMIC-III
Steele and Thompson
(2019)

2 87.7 88 Diabetes

Alturki et al. (2019) 3 85.4 - Diabetes
Nallabasannagari
et al. (2020)

2 66.2 88 MIMIC-III

Wang et al. (2020) 2 68.3 73.3 MIMIC-III
Wang et al. (2020) 2 91.2 71 MIMIC-III
Etu et al. (2022) 2 85 93 COVID-19
Alabbad et al. (2022) 9 94.16 - COVID-19
GAOCNN 7 89 96 Diabetes
GAOCNN 13 94.1 99 MIMIC-III
GAOCNN 9 99.4 99 COVID-19

7. DISCUSSION

The GAOCNN uses a hybrid structure of deep 1D convolutional networks with genetic algorithms,

and it is effective for situations where the existing data is imbalanced and gathering more data is

difficult. Notably, applying the proposed model is useful to develop an expert system to predict

hospital readmission and length of stay with precise accuracy. The GAOCNN is well-tuned for the

readmission and the length of stay prediction tasks. To evaluate the GAOCNN, We have used datasets

of diabetic, COVID-19, and ICU patients. The results show that the GAOCNN has a significant

accuracy to predict hospital readmission and length of stay compared to existing techniques. The

main contribution of this research is to help manage hospitals’ resources more accurately. Also, the

proposed model applies to various conditions such as chronic diseases, pandemics, and intensive care.

This is another contribution of this research proposing one model for different conditions. GAOCNN

presents a CNN model for accurate LOS prediction thus, we used forward and backward feature

selection techniques [61] to specify the most important features for LOS and readmission time frame

classification. The result of feature selection based on accuracy has shown in Figure 10.

As it has shown in Figure10, specific sets of features such as first diagnosis, symptoms, age, and

gender are more important than other features for LOS and readmission time frame classification.

Using the proposed approach, there is no need to deal with hyperparameters. To achieve a balanced

dataset, we considered different numbers of classes for length of stay. Then, we used a combination of

over and under-sampling methods to decrease the difference between class densities. Considering

the high performance of the GAOCNN model, we can develop a system that aids healthcare systems

to improve their medical services allocation and apply proper management to staff and patients. To
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predict the readmission time frame, we have prioritized accuracy over the loss, while for predicting

the length of stay, we have prioritized loss over accuracy.

Figure 10. Best selected features based on accuracy with wrapper feature selection.

8. CONCLUSIONS

The prediction of hospital readmission and the length of stay for diabetic, COVID-19, and ICU

patients is a challenging task that is essential in disease trend monitoring and cost management. With

the growth in the number of patients and the emergence of COVID-19, we should equip our healthcare

systems with expert systems to extract useful information for resource planning. We presented the

GAOCNN as a high-performing machine learning model to predict hospital readmission and the

length of stay. The GAOCNN is robust to missing and null values and can make precise predictions

in the presence of imbalanced data and errors in the recorded attributes. The GAOCNN model is

state-of-the-art for both hospital readmission and length of stay predictions. For the readmission

prediction, we reached a total accuracy of 97.1% including 97% accuracy for the patients who were

readmitted within 30 days. For the length of stay prediction, the proposed model reached 89.0%,

99.4%, and 94.1% accuracy for diabetic, COVID-19, and ICU patients including 99% accuracy for

long-term stays of all diseases. Using the GAOCNN, healthcare systems can develop a framework

for predicting both the readmission and the length of stay of diabetic patients. Also, the GAOCNN

can help healthcare providers in pandemic situations by providing a lower mortality risk factor for

diabetic patients and preventing the prevalence of pandemic diseases.
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