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Abstract: This research presents a comprehensive framework for efficiently generating forest fire 

datasets  from Google Earth Engine data  sources. The primary  contribution of  this work  lies  in 

providing a methodology to swiftly extract forest fire factors without the need for permissions or 

access  to private datasets,  rendering  the dataset openly  accessible  and  shared without barriers. 

Furthermore, given that the remote sensing data used is a global dataset, it can be applied in any 

region  without  restrictions.  In  this  study,  Peninsular  Malaysia  is  chosen  as  a  case  study  to 

demonstrate  the  framework’s  effectiveness.  The  generated  dataset  includes  essential  variables 

including  the  climate  and  environment,  landcover,  topography,  and  anthropogenic  factors 

facilitating the analysis of fire occurrences. The methodology empowers data scientists, enabling 

them to leverage their analytical skills on the extracted dataset without requiring specialized remote 

sensing knowledge. Additionally, this study also showcases the adoption of large language models, 

specifically GPT‐4 with the Noteable plugin, as a tool for conducting preliminary analyses on the 

generated dataset. Sample analyses reveal that several key features, including the KBDI, LST, PDSI, 

climate water deficit, and precipitation, significantly  impact  forest  fire occurrences  in Peninsular 

Malaysia. Despite the successful application of the GPT‐4 with Noteable plugin, certain limitations 

and  challenges  are  identified,  highlighting  the  necessity  for  further  validation  of  the  tool’s 

applicability  and  limitations.  This  study  encourages  future  research  to  (1)  adopt  the  proposed 

framework in other regions, (2) explore more detailed analyses encompassing all variables, and (3) 

leverage machine learning for advanced forecasting. 

Keywords: disaster behavior;  forest  fire behavior;  forest  fire dataset; data extraction  framework; 

Google Earth Engine; remote sensing; Malaysia; ChatGPT; noteable 

 

1. Introduction 

Forest fires pose a significant ecological and societal challenge due to their destructive impact 

and potential harm to human communities. Recent advances in machine learning and data analysis 

serve as promising  technology for understanding and mitigating these disasters  [1,2]. However, a 

substantial obstacle has persisted—the tedious and laborious process of collecting and preparing the 

essential data for analysis [3–6]. Many existing projects have relied on government intervention or 

costly data acquisition methods, limiting their accessibility and scalability. This study addresses this 

critical issue by presenting a simplified approach that harnesses the power of Google Earth Engine 

(GEE)  [7]. Our primary objective  is  to streamline  the behavioral analysis of  forest  fires, making  it 

more accessible to researchers and practitioners. 
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A recurring question pertains to the emphasis on real‐time detection over behavioral analysis of 

forest  fires.  While  real‐time  detection  is  unquestionably  essential  [8–12],  it  often  necessitates 

collaboration from multiple stakeholders, including government agencies, firefighters, and satellite 

providers, making  it  resource‐intensive  and  costly.  Our  contribution  focuses  on  enhancing  the 

understanding of forest fire dynamics and historical patterns, contributing to more effective long‐

term  forest  fire management.  To  provide  context  for  our  research,  previous  studies  related  to 

historical forest fire data extraction leveraging remote sensing data will be reviewed. This review will 

help  us  ascertain whether  any  previous  efforts within  the  forest  fire domain  have  attempted  to 

simplify the data collection and analysis process, serving as a foundational background study. It will 

also highlight the existing knowledge gap and set the stage for our innovative approach within the 

broader field of fire ecology and management. 

Our research objective aims to develop a simplified approach using GEE to locate historical fire 

locations and extract relevant factors. This simplification of data acquisition is crucial because many 

advanced  machine  learning  algorithms  have  primarily  focused  on  algorithmic  aspects,  often 

overlooking the complexity of data collection and preprocessing. In many cases, such projects have 

required  significant governmental  involvement and  substantial  resources. Our approach  seeks  to 

shift the focus toward making the data readily available for analysis and machine learning purposes. 

The research question underlying our work  is  fundamental. It revolves around  the  importance of 

extracting historical  fire data  for analysis and machine  learning purposes. Without access  to  this 

historical data, the scope of analysis remains limited, and the potential for comprehensive insights 

remains untapped. Moreover, it should be noted that despite the recent advancements in the fields 

of  remote  sensing and machine  learning, a wealth of  satellite data  is  readily available  [13], yet  it 

remains  significantly  underutilized,  primarily  due  to  the  challenges  associated with  the  lack  of 

experts, accessible tools, and methodologies. 

In this paper, our method that leverages GEE to efficiently locate historical fire locations, extract 

relevant  factors,  and  conduct  data  analysis  on  pertinent  factors  is  presented.  This  streamlined 

approach simplifies the entire process, empowering researchers to focus on refining algorithms or 

integrating new datasets. Additionally, it eliminates the need for resource‐intensive data downloads 

and local processing, democratizing access to this type of analysis. Our study aims to facilitate the 

behavioral  analysis  of  forest  fires,  offering  a  foundational  framework  for  future  research  in  this 

domain. Often, the initial hurdle researchers face is finding a starting point. Our approach addresses 

this challenge by simplifying the data acquisition and analysis stages. Our methodology effectively 

employs GEE’s Python API and Geemap [14] package to achieve these objectives. While this paper 

emphasizes forest fire disasters, it is hypothesized that this methodology can be readily extended to 

address other types of disasters by simply providing the coordinates of the incidents. 

On the other hand, to showcase the usefulness of the generated forest fire dataset, it is necessary 

to perform a set of analyses to validate its applicability. While traditional methods for analyzing the 

dataset  are  still  considered  the most  preferred  approach,  this  paper  takes  a  distinct  approach 

considering  the  proliferation  of  advancements  in  Large  Language Models  (LLMs).  Specifically, 

ChatGPT  [15],  particularly  the  GPT‐4  variant  with  the  Noteable  plugin  [16]  is  exploited  to 

demonstrate  the  utility  of  the  forest  fire  dataset. At  the  end  of  the  analysis,  the  potential  uses, 

advantages, and limitations of this plugin are also discussed. 

Section 2 discusses previous studies  that have  focused on extracting remote sensing data  for 

forest  fire  analysis.  In  Section  3,  the  proposed  framework  for  streamlining  remote  sensing  data 

extraction for historical forest fire datasets is deliberated. This section also includes a comprehensive 

list of  forest  fire  attributing  factors,  along with  their  sources  and detailed  information. Section  4 

outlines the case study in Peninsular Malaysia, where the framework is applied to generate a forest 

fire  dataset  tailored  to  this  specific  location.  Section  5  conducts  sample  analysis  using  LLM, 

specifically  GPT‐4  with  the  Noteable  plugin  to  validate  the  generated  forest  fire  dataset’s 

applicability. Additionally, the section also delves into the potential applications and limitations of 

this analysis approach. Section 6 serves as the conclusion, summarizing the paper’s contributions, 
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while Section 7 outlines future work to enhance the proposed framework and validate the adoption 

of LLM in data analysis. 

2. Literature Reviews and Background Study 

In a recent systematic review conducted by  [17], an extensive exploration was undertaken to 

unveil the most influential factors affecting forest fires. Their exhaustive analysis combed through a 

total of 144 factors from 94 publications spanning the years from 2001 to 2021. Among the factors that 

emerged  as  highly  significant  were  slope,  elevation,  aspect,  land  cover,  NDVI  (Normalized 

Difference  Vegetation  Index),  temperature,  precipitation,  windspeed,  and  more.  Notably,  the 

prevalence of these factors was attributed to their wide global availability in existing databases. 

To perform data analysis [18,19] and develop machine learning model [3–6,20,21] in the domain 

of forest fires, it is essential to possess a dataset containing both fire locations and associated factors. 

For a comprehensive exploration of  the application of data analysis and machine  learning  in  the 

domain of forest fires, one can refer to the review papers [2,22]. 

Creating  these  datasets  involves  various  researchers  using  their  own  pipelines, which may 

combine  multiple  datasets  from  global  sources  and  government  agencies,  along  with  various 

Geographic  Information System  (GIS)  [23,24]  tools. These  tasks are  tedious and  time‐consuming, 

particularly  for  data  scientists  and  machine  learning  engineers  without  a  background  in  GIS. 

Moreover, it’s essential to note that obtaining government data typically entails multiple layers of 

permissions  and  requests, making  it  a  challenging  and often non‐shareable  resource. Hence,  the 

objective of this paper is to streamline the data collection process for building a forest fire dataset 

using publicly  available datasets  and  resources, with  the  aim  of  increasing  accessibility  for data 

scientists. 

A study closely aligned with our research was conducted by [25]. Their study aimed to assemble 

a comprehensive forest fire dataset, encompassing historical fire incidents and associated factors in 

Australia.  This  dataset  served  as  the  foundation  for  their  investigation  into  the  primary  factors 

contributing to forest fires and the construction of machine learning models for predicting forest fire 

incidents. Their research relied upon key tools such as the GEE code editor JavaScript API [7] and 

made  use  of multiple  global  public  satellite  datasets  as well  as  government  datasets. However, 

replicating  their  methodology  and  adapting  it  to  different  geographical  locations  presented 

considerable challenges when using the provided scripts [26]. 

In contrast, our work emphasizes the use of globally publicly available datasets from the GEE 

catalog to ensure its flexibility in adapting to various locations. While government data or any private 

data are not considered  in  this paper,  researchers can seamlessly  integrate  their datasets  into  the 

framework  to  enrich  their  analyses.  Importantly, we  prioritize  the  development  of  a  swift  data 

extraction  method.  Our  primary  purpose  is  to  provide  a  means  to  quickly  gather  data  for 

understanding forest fire occurrences in specific locations, establishing a robust foundation for other 

researchers to utilize this framework. Notably, none of the previous efforts in the forest fire domain 

have  attempted  to  simplify  the  data  collection  process. Given  these  challenges,  simplifying  the 

process of data collection for forest fires can empower data scientists to leverage their expertise in 

better analyzing and understanding fire behavior in different locations.   

3. Methodology 

3.1. Proposed Framework 

In this work, GEE is leveraged as the primary big data platform for accessing remote sensing 

data, providing a robust foundation for meaningful analysis. It has been widely adopted for various 

tasks,  showcasing  its  versatility  [27–31].  The  significant  increase  in  the  availability  of  publicly 

accessible  remote  sensing data  [13]  presents  a  promising  opportunity  for  research  and  analysis. 

However, obtaining historical forest fire data remains a formidable challenge. This challenge arises 

because  the ownership of  such data  is predominantly vested  in governmental authorities, which 

often  necessitates  a  complex  approval  process  for  data  access  and  utilization.  In  Figure  1,  a 
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comprehensive visual representation of the proposed framework employed is presented. It illustrates 

both the process of extracting historical forest fire locations and highlights the multifaceted factors 

that contribute to the occurrence of these fire locations. 

In this study, the MCD64A1 Burnt Area (BA) dataset [32] is utilized to extract historical forest 

fire locations. As a default, this study leverages all the data with complete year availability (i.e., from 

2001‐01‐01  to  2022‐12‐31)  in MCD64A1  to harvest  the historical  fire points. This dataset  offers  a 

comprehensive global record of burned areas with a spatial resolution of 500 meters, facilitating the 

monitoring and analysis of wildfire and land cover change dynamics. MCD64A1 is chosen for this 

study instead of FireCCI51 v5.1 [33] and Globfire Fire Event [34] from the GEE catalog. This decision 

is based on  two primary factors:  its extended  temporal availability within GEE and  its efficacy  in 

identifying small fires in our study area, Peninsular Malaysia [35]. 

To derive historical fire points, the MCD64A1 dataset is filtered based on the year of interest and 

the specific region. All detected fire locations are then extracted as fire points at a 1km² resolution, as 

shown in Figure 1, Step 1. To extract the year and month of the fire incidents, the ‘system:index’ from 

MCD64A1  is utilized, with  the  first  four digits denoting  the year  and  the  subsequent  two digits 

indicating the month. Since MCD64A1 provides tentative ‘BurnDate’ values ranging from 0 to 366, 

the date of month of each location are calculated using these burnt day values. A spatial resolution 

of 1km² is employed in this study, considering the size of burnt areas in the study location, Peninsular 

Malaysia, which predominantly comprises small fires, typically less than 100 hectares [36–43]. This 

spatial resolution is also consistent with the resolutions of other datasets used in the study, which are 

generally larger than 1km². It’s important to note that in locations with larger‐scale fires, increasing 

the resolution size may be necessary to prevent complications in GEE due to computational resource 

constraints. 

Conversely, for the collection of non‐fire points, all available burnt area data within the region 

of interest from the MCD64A1 dataset is utilized. The burnt areas are blended into a single image, 

depicting  the historical burnt  regions  across  all years.  In  consideration of potential omissions of 

nearby fires, an additional dilation morphological operation [44] is applied to expand the boundaries 

of the burnt regions, with the default radius and iteration value set to 2. To obtain the non‐fire regions, 

we  invert  the  selection  of  burnt  area  region with  the  region  of  interest.  Subsequently,  the GEE 

function ee.FeatureCollectionRandomPoints is employed to randomly extract non‐fire points at a 1km² 

resolution, with the total number of non‐fire points matching the total number of fire points. For the 

month and day of the fire for non‐fire points, we can leverage the most recent available year in the 

MCD64A1 dataset. This approach is justified by the necessity of incorporating the most up‐to‐date 

data concerning non‐fire locations to ensure a comprehensive understanding of non‐fire occurrences 

in the current context. The process for extracting non‐fire points is elucidated in Step 2 of Figure 1. 

It’s  important  to  emphasize  that all  the historical  fire and non‐fire points  extracted  include  their 

respective  coordinates  (latitude  and  longitude),  as  they  are  essential  for  the  next  step  involving 

importing the fire incidents back into GEE. After the extraction of historical fire and non‐fire points, 

the points will be saved as  .csv files for subsequent analysis. This decision to extract and store the 

data as  .csv  files  is primarily driven by  the consideration  that GEE may encounter  issues such as 

crashes or connection losses during processing. Therefore, using .csv files allows for the continuity of 

the process without the need to start the extraction of historical points from the beginning in case of 

disruptions in GEE operations. 
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Figure 1. Overall Methodology to Build a Forest Fire Dataset. 

Factors for each point are extracted based on the coordinates of both fire and non‐fire points. 

Step 3  in Figure 1  lists all  the conditioning  factors exploited  in  this work, while Table 1 provides 

comprehensive information about each factor, including its source, temporal availability, temporal 

cycle, spatial resolution, etc. As this study aims to alleviate the challenges faced by data analysts and 
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machine learning engineers in the extraction of remote sensing data, all fire factors based on their 

temporal availability within  the range of BA temporal availability are extracted  to maximize data 

accessibility for future analysts. However, it’s worth noting that due to resource constraints within 

GEE, factors that are available on a daily basis (e.g., KBDI) will undergo processing inside GEE to 

compute the monthly averages before exporting.   

In Step 4, additional processing is conducted locally to derive supplementary factors valuable 

for fire behavior analysis. For all factors available on a monthly basis, computation of annual and 

seasonal averages is performed for each year. The seasonal averages are determined by aggregating 

data  over  three‐month  periods:  December‐February, March‐May,  June‐August,  and  September‐

November.  This  approach  proves  valuable  as  it  acknowledges  the  substantial  variations  in  fire 

behavior across seasons, which can be attributed to factors such as weather conditions, vegetation 

growth, and human activities. This aligns with established research findings [45,46] highlighting the 

importance of effectively capturing and analyzing these seasonal patterns. Subsequently, to gain a 

more comprehensive understanding of fire behavior, the factors associated with fire incidents for the 

specific year are extracted. This information is incorporated as a new column, referencing the year of 

each fire event obtained from MCD64A1. Historically, this step has been perceived as a complex and 

labor‐intensive  process,  as  generating  datasets with  high  temporal  resolution  can  pose  practical 

challenges,  as  noted  in  prior  studies  [47].  Consequently,  the  forest  fire  dataset  is  assembled, 

encompassing all factors, including the monthly, annual, seasonal, and current‐year fire‐influencing 

variables, rendering it prepared for in‐depth analysis. It is important to acknowledge that this dataset 

may contain missing data, mandating additional processing before effective utilization in analyzing 

data or training machine learning models. 

One of the key advantages of the proposed framework is its universal applicability, as it relies 

solely on globally available, publicly accessible datasets. Given their public accessibility, the datasets 

generated can be readily shared and distributed without concerns related to copyright or privacy 

issues. For instance, the forest fire dataset produced in our study location, Peninsular Malaysia, is 

accessible  at  https://doi.org/10.5281/zenodo.10050852  [48]  In  this  study,  the GEE  Python  API  is 

employed  instead  of GEE  JavaScript. This  choice  allows  for  additional  analysis  and  processing, 

tapping into the widespread utility of Python  in data science and machine  learning. Furthermore, 

Python offers the advantage of code reuse for various geospatial and data analysis tasks beyond the 

GEE  environment.  In  conjunction with  the GEE Python API, we  also  employ GeeMap  [14,49],  a 

Python  package  tailored  for  interactive  geospatial  analysis  and  visualization  within  the  GEE 

framework. To facilitate the replicability of our proposed methodology and encourage its adoption 

in other geographical locations, the entire source code manipulated in this paper is readily accessible 

on GitHub https://github.com/chewyeejian/GEE_FrameworkForestFireDataset. It’s important to note 

that  the  provided  source  code  primarily  focuses  on  our  study  location,  Peninsular  Malaysia. 

Modifying the default Country Feature Collection is necessary to adapt the code for use in different 

locations. 

3.2. Forest Fire Attributing Factors Data Source and Details 

Table  1 provides  a  comprehensive overview of  the  factors harnessed  in  this  study, offering 

insights  into  their  respective  categories,  sources,  temporal  availability,  temporal  cycle,  spatial 

resolution,  and more. As  emphasized  earlier,  all  the  datasets  used  in  this  research  are  globally 

sourced, ensuring their adaptability across various locations without any hindrance. The selection of 

factors in this paper is founded on the prevalence of their usage and their potential high correlation 

with forest fire incidents, as indicated in existing literature [17]. It’s important to highlight that the 

Human Impact Index (HII) from the Wildlife Conservation Society [50] is the sole dataset not directly 

available in the official GEE dataset catalog. However, it can be conveniently accessed through GEE. 
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Table 1. Fire Conditioning Factors Data Source and Details. 

Category   
Source of 

Data 

Tempor

al 

Availabi

lity   

Tempo

ral 

Cycle   

Spatial 

Resolut

ion   

Annu

al 

Avera

ge 

Mont

hly 

Avera

ge 

Seaso

nal 

Avera

ge   

Data Layers    Unit 

Climate & 

Environme

nt 

TerraClim

ate [51] 

1958‐01‐

01 to 

2022‐12‐

01 

Monthl

y 
4km2  ✔  ✔  ✔ 

Actual 

Evapotranspir

ation (AET) 

mm 

Water Deficit 

(DEF) 
mm 

Palmer 

Drought 

Severity 

Index (PDSI) 

‐ 

Reference 

Evapotranspir

ation (PET) 

mm 

Precipitation 

(PR) 
mm 

Runoff (RO)  mm 

Soil Moisture 

(SOIL) 
mm 

Downward 

Surface 

Shortwave 

Radiation 

(SRAD) 

w/m2 

Snow Water 

Equivalent 

(SWE) 

mm 

Minimum 

Temperature 

(TMMN) 

oc 

Maximum 

Temperature 

(TMMX) 

oc 

Vapor 

Pressure 

(VAP) 

kPa 

Vapor 

Pressure 

Deficit (VPD) 

kPa 

Wind‐speed 

(VS)   
m/s 

Rainfall   

[52]   

2007‐01‐

01 to 

2023‐09‐

12 

Daily  4km2  ✔  ✔  ✔ 
Keetch‐Byram 

Drought 

Index (KBDI) 

‐ 

MOD11A2

.061 Terra 

[53] 

 

2000‐02‐

18 to 

2023‐08‐

29 

8‐day    1km2  ✔  ✔  ✔ 
Land Surface 

Temperature 

(LST)   

K 

MOD13Q1

.061 Terra 

[54] 

2002‐02‐

18 to 

2023‐08‐

13 

16‐day  250m  ✔  ✔  ✔ 
Normalised 

Difference 

Vegetation 

Index (NDVI)   

‐ 
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Enhanced 

Vegetation 

Index (EVI) 

‐ 

Landcover 

MCD12Q1

.061 

MODIS 

[55] 

 

2001‐01‐

01 to 

2022‐01‐

01 

Annua

l 
500m  ✔     

Annual 

University of 

Maryland 

(UMD) 

Classification 

(LC_Type2)   

16 classes 

European 

Space 

Agency 

(ESA) [56] 

(static) 

2021‐01‐

01 to 

2022‐01‐

01 

Annua

l 
10m  ✔     

Landcover 

(Map) 
11 classes 

Topograph

y 

NASADE

M    [57] 

(static)   

2000‐02‐

11 to 

2000‐02‐

22 

  30m  ✔     

elevation  m 

Slope 

(derived from 

DEM) 

degrees 

Aspect 

(derived from 

DEM)   

degrees   

Social 

Economic / 

Anthropog

enic 

factors 

Wildlife 

Conservati

on Society 

[50] 

 

2001‐01‐

01 to 

2020‐01‐

01 

Annua

l 
300m  ✔     

Human 

Footprint / 

Human 

Impact Index 

(HII) 

‐ 

Deutsches 

Zentrum 

für Luft‐ 

und 

Raumfahrt 

[58] 

2015‐01‐

01 to 

2016‐01‐

01 

Annua

l 
10m  ✔     

World 

Settlement 

Footprint 

2015 

(settlement) 

‐ 

VIIRS [59] 

2012‐04‐

01 to 

2021‐01‐

01 

Annua

l   
500m  ✔     

Nighttime 

light 

(average) 

nanoWatts/s

r/cm2 

Burn Area 

MCD64A1

.061 

MODIS 

[32] 

2000‐11‐

01 to 

2023‐07‐

01 

Monthl

y 
500m  ‐  ‐  ‐  BurnDate  ‐ 

4. Application of the Proposed Framework in The Study Area – Peninsular Malaysia 

4.1. Study Area – Peninsular Malaysia 

In this study, Peninsular Malaysia serves as the chosen study location for assessing the proposed 

framework’s effectiveness. This selection stems from the limited previous efforts to create a publicly 

available  forest  fire dataset  for analytical purposes  in  this region [60]. Most prior works relied on 

private datasets  sourced  either  from  the Malaysian Government or private  agencies  [61].  In  our 

approach, we utilize the  level 2 administrative boundaries of Malaysia  [62], refined  to encompass 

only the states within Peninsular Malaysia. Employing these administrative boundaries enables the 

extraction of both fire and non‐fire points to include their respective states and districts, which, in 

turn, facilitates subsequent analysis based on states or districts. 

Following the extraction of historical fire and non‐fire points in Steps 1 and 2 of Figure 1, a total 

of 5,557 fire points and 5,526 non‐fire points are collected. However, visualizing such a substantial 

volume of points within GEE is not feasible due to the constraint, which would lead to a “Request 

payload size exceeds the limit: 10,485,760 bytes” error. To address this, QGIS is employed to visualize all 
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the points, ensuring their inclusion in the figure, as depicted in Figure 2. It’s important to note that 

for sample visualization, displaying a subset of the points is achievable in GEE. 

 

Figure 2. Fire and Non‐Fire Points Distribution Illustrated in QGIS. 

4.2. Peninsular Malaysia Forest Fire Dataset Description 

In  this Forest Fire Dataset, a total of 11,083 rows and 7,040 columns are present. This dataset 

comprises 11,083 instances, including 5,557 fire points and 5,526 non‐fire points, each characterized 

by 7,040 features. After removing all columns that exclusively contain null values (i.e., ADM2_REF, 

ADM2ALT2EN,  ADM2ALT1EN),  a  total  of  7,037  columns  remain,  making  them  available  for 

comprehensive analysis. The 5,557 fire points represent burned areas detected from January 1, 2001, 

to December 31, 2022, at a spatial resolution of 1km². In contrast, the 5,526 non‐fire points default to 

the latest date in the analysis (December 31, 2022), reflecting the present context of non‐fire scenes. 

The  7,073  columns  encompass  all  monthly,  annual,  and  seasonal  factors  detailed  in  Table  1, 

administrative boundary  features, and burnt date  information sourced  from MCD64A1. The  full, 

unprocessed dataset is freely accessible at https://doi.org/10.5281/zenodo.10050852 [48]. 

Figure 3 depicts the annual distribution of fire points from 2001 to 2022, revealing significant 

peaks in 2005 and 2014, which corresponds with the previous analysis of FIRMS hotspots [63]. An 

analysis of  the datasets  to  identify missing data  is presented  in Figure 4, highlighting  the  top 20 

features  with  the  highest  percentage  of  missing  data.  Among  these  variables,  Land  Surface 

Temperature (LST), nighttime light, and the HII stand out as those with the most substantial missing 

data. For LST, the missing data likely originates from its source. Regarding nighttime light and the 

HII,  the high percentage of missing data  can be attributed  to  the use of  the  latest available date 

(December 2022) as the reference date for non‐fire points. The substantial missing data is caused by 

the limited temporal coverage of nighttime light data, which extends only until January 2021, while 

the HII covers data only until January 2020. While addressing missing data is not the primary focus 

of this paper, future studies may consider strategies such as substituting missing values with data 

from the previous year or month or using overall averages to fill the gaps. This paper will conduct a 

preliminary analysis to determine whether the generated datasets can offer insights into the behavior 

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 1 April 2024                   doi:10.20944/preprints202404.0027.v1



  10 

 

of fires in Peninsular Malaysia. In the next section, we will conduct a preliminary analysis to assess 

the potential of the generated datasets in providing insights into fire behavior in Peninsular Malaysia. 

 

Figure 3. Number of Fire Points for Each Year from 2001 to 2022. 

 

Figure 4. Percentage of Missing Data for Top 20 Features from Full Forest Fire Dataset. 
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5. Assessing Forest Fire Dataset Leveraging Large Language Model 

5.1. ChatGPT (GPT‐4) and Noteable Plugin 

The primary objective of this subsection is to evaluate the suitability of the forest fire dataset for 

fire  behavioral  analysis.  It’s  important  to  emphasize  that  this  assessment does  not  encompass  a 

comprehensive analysis of the dataset. Instead, our focus is on ensuring that the dataset contains the 

necessary information and variables needed for in‐depth analysis, paving the way for future research. 

To streamline  the evaluation process,  the dataset has been  filtered  to  include only all annual key 

features.  It’s  worth mentioning  that  the  dataset  filtering  process  specifically  targeted  variables 

containing the keyword ‘annual,’ resulting in the inclusion of only dynamic variables. Static variables 

such as the ESA landcover class, elevation, slope, and aspect are excluded from this analysis. This 

preprocessing is conducted locally to filter the dataset. This section intends to determine whether the 

generated  forest  fire dataset can provide valuable  insights  into  the behavior of  fires  in Peninsular 

Malaysia. 

For the analysis phase, the significant rise in the popularity of LLMs, such as ChatGPT [15], has 

created new opportunities for exploring and leveraging their capabilities. In this study, we employ 

GPT‐4 in conjunction with the Noteable Plugin to conduct our sample analysis in the forthcoming 

discussions. Although Microsoft and Meta have recently released an open‐source LLM called Llama 

2 [64], it is not utilized in this work due to the unavailability of corresponding plugins. Despite GPT‐

4 being a closed‐source model, it is employed in this study as the available plugin is exclusive to this 

platform. It should be emphasized that our primary focus is on the analysis, not the specific LLM 

model adopted. 

Noteable,  originally  designed  as  a  collaborative  notebook  platform,  facilitates  team  data 

utilization and visualization through its secure cloud‐based deployment, no‐code visualizations, and 

expertly designed collaborative features, offering a unified data workspace for businesses. With the 

advent of ChatGPT and its increasing adoption, a new plugin has emerged, Noteable Plugin [16] with 

GPT‐4, extending the platform’s functionalities, enabling the creation of notebooks that encompass 

exploratory analysis, data visualization, machine learning, and data manipulation through natural 

language prompts. One key  feature of  this plugin  is  its ability  to generate all  the Python  scripts 

utilized for the analysis, encompassing figures, charts, tables, and more within the Noteable platform. 

This approach promotes open data science by providing not only  the results but also  the Python 

scripts used to generate them [13]. Consequently, researchers and analysts can access these scripts to 

reproduce the same results, enhancing source code reusability. 

In the forthcoming discussions, we delve into the analysis conducted through GPT‐4 with the 

Noteable Plugin. It’s essential to acknowledge that while this tool offers valuable insights, it may not 

be without minor errors. These imperfections are intentionally retained to emphasize that the plugin, 

while powerful, is not flawless and may require further refinement in the generated Python scripts 

for improved results. Nonetheless, it remains a valuable addition to a researcher’s or data analyst’s 

toolkit, offering a swift method for conducting preliminary analyses. To enhance transparency, the 

prompt history  through ChatGPT via https://chat.openai.com  that  is used  to  trigger  the plugin  is 

made  accessible  and  can  be  found  at 

https://github.com/chewyeejian/GEE_FrameworkForestFireDataset.  Additionally,  the  scripts 

generated by  the plugin  through  the prompts  are  also provided  at  the  same GitHub  repository. 

Hence,  the  second  contribution  of  this  study  is  to  evaluate  the  suitability  of ChatGPT with  the 

Noteable plugin as a tool for analysis, highlighting its potential and limitations. 

5.2. Termination of the Noteable   

The Noteable plugin was announced to be discontinued in December 2023, though no specific 

reasons were  provided  for  this  decision  [65]. Despite  its  discontinuation, we  postulate  that  the 

findings  detailed  within  this  paper might  significantly  encourage  the  future  development  and 

adoption of similar tools within the academic research domain. It  is  important to note  that, while 

direct  access  to  active  notebooks  on  the Noteable  platform  has  ceased,  an  archived  copy  of  the 
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notebook  has  been  preserved  and  is  accessible  through  our  GitHub  repository, 

https://github.com/chewyeejian/GEE_FrameworkForestFireDataset. In light of this, for those seeking 

alternatives,  there  are  several Chatgpt‐4 plugins  available  that offer  coding  assistance,  including 

Code Interpreter [66] and Code Copilot [67]. 

5.3. Sample Analysis of Forest Fire Dataset in Peninsular Malaysia through GPT‐4 

In this subsection, the forest fire dataset generated earlier for Peninsular Malaysia is explored 

and analyzed to assess its usability. As previously mentioned, the dataset has been locally filtered to 

encompass only the annual average features to facilitate a simplified analysis. This analysis is carried 

out solely through ChatGPT prompts, which trigger the Noteable environment to generate the results 

and analysis. As mentioned  in Section  5.1,  the  corresponding prompt history  and  the  associated 

Noteable notebook are available at GitHub repository shared earlier. This analysis aims to offer an 

initial glimpse into the potential utility of the forest fire dataset for understanding fire behavior in 

Peninsular Malaysia. 

To begin  the analysis, GPT‐4 with the Noteable plugin  is employed  to establish a connection 

between ChatGPT prompts  and  the Noteable platform. After  the  successful  establishment of  the 

linkage, ChatGPT  is directed  through prompts  to  execute various operations on  the dataset. For 

instance, it is instructed to first analyze the dataset, determining the number of rows, the total number 

of columns, and listing all the column names. This reveals that the dataset comprises a total of 11,083 

rows, aligning with the  total number of rows  in  the  full dataset. However, after the  local filtering 

process to include only the annual average features, only 40 columns remain available, as detailed in 

Table 2. To refine the dataset for fire‐focused analysis, a selection of columns that are irrelevant to the 

analytical  objectives  is  removed.  This  includes  the  elimination  of  columns  such  as  date/shape 

categories inherited from MCD64A1 (i.e., system:index, Shape_Leng Shape_Area, date, year, month, day, 

validOn),  various  administrative  boundary  categories  (i.e.,  ADM0_EN,  ADM1_EN,  ADM2_EN, 

ADM0_PCODE, ADM1_PCODE, ADM2_PCODE), and others (i.e., longitude, latitude). 

Following the data filtering process, an assessment to discover the missing features is carried 

out, akin  to  the analysis conducted on  the  full dataset. As depicted  in Figure 5, variables such as 

nighttime light, HII, and KBDI exhibit a high percentage of missing data. This trend aligns with the 

observations made in the analysis of the full dataset and underscores the temporal availability of the 

data, which does not extend to 2022. This limitation arises from the chosen reference date for non‐fire 

points. For the LST, the LST annual average does not appear to present an issue. However, the high 

percentage of missing data in the full dataset (Figure 4) may be attributed to the missing of monthly 

values. It is essential to emphasize that the primary objective in this analysis is to showcase the tool’s 

effectiveness in evaluating the dataset. Therefore, this preliminary examination does not include any 

methods for replacing missing values. 

Table 2. Features Information in Filtered Forest Fire Dataset. 

Feature Name  Description    Feature Name  Description 

system:index  System‐

generated 

from 

MCD64A1 

  current_aet_annual  Actual 

Evapotranspiratio

n 

longitude  Longitude 

Coordinate of 

Fire Points 

  current_def_annual  Climate water 

deficit 

latitude  Latitude 

Coordinate of 

Fire Points 

  current_pdsi_annual  Palmer Drought 

Severity Index 

fire  Fire 

Occurrence 

(binary class) 

  current_pet_annual  Reference 

Evapotranspiratio

n   
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date  Date from 

Administrativ

e Boundaries 

refer to the 

Shape 

  current_pr_annual  Precipitation 

Accumulation 

ADM1_PCODE  Administrativ

e level 1 code 

  current_ro_annual  Runoff 

ADM2_PCODE  Administrativ

e level 2 code 

  current_soil_annual  Soil Moisture 

Shape_Leng  Shape Length 

(from 

MCD64A1) 

  current_srad_annual  Downward 

Surface 

Shortwave 

Radiation 

ADM0_EN  Country 

Name 

  current_swe_annual  Snow Water 

Equivalent 

ADM1_EN  Administrativ

e level 1 name 

  current_tmmn_annual  Minimum 

Temperature 

ADM2_EN  Administrativ

e level 2 name 

  current_tmmx_annual  Maximum 

Temperature 

validOn  Validation 

Date from 

Administrativ

e Boundaries 

refer to the 

Shape 

  current_vap_annual  Vapor Pressure 

Shape_Area  Shape area 

(from 

MCD64A1) 

  current_vpd_annual  Vapor Pressure 

Deficit 

ADM0_PCODE  Country code    current_vs_annual  Wind Speed at 

10m 

BurnDate  Date in 0‐365 

(from 

MCD64A1) 

  current_EVI_annual  Enhanced 

Vegetation Index 

year  Year of Fire 

Observation 

  current_NDVI_annual  Normalized 

Difference 

Vegetation Index 

month  Month of Fire 

Observation 

  current_LST_annual  Land Surface 

Temperature 

day  Day of Fire 

Observation 

  current_KBDI_annual  Keetch‐Byram 

Drought Index. 

current0101_hii_annual  Human 

Impact Index 

  current0101_LC_Type2_annual  Land Cover 

Classification of 

UMD (Numeric) 

current0101_average_annual_nightti

me 

Nighttime 

Brightness 

  current0101_LC_Type2_annual_classna

me 

Land Cover 

Classification of 

UMD 

(Classname) 
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Figure 5. Percentage of Missing Data in the Filtered Forest Fire Dataset. 

To provide further insights into the dataset, Table 3 presents the statistical mean and standard 

deviation of key features in relation to the fire class. Several noteworthy observations emerge from 

this  table.  First,  the  total  count  of  average  annual  values  observed  for 

current0101_average_annual_nighttime  and  current0101_hii_annual  is  0  for  the  non‐fire  category, 

aligning with our earlier discussions regarding the reference date for non‐fire scenarios. Additionally, 

the  ‘current_swe_annual’  (snow water  equivalent)  feature  remains  at  0  for  both  fire  and  non‐fire 

classes, which  is reasonable given the absence of snowfall  in Malaysia throughout the entire year. 

From the table, higher mean values are observed for KBDI, LST, AET, DEF, PET, and VPD for fire 

conditions,  indicating  drier  conditions.  Lower  values  of  PDSI,  PR,  and  RO  also  denote  drier 

conditions. On  the  other  hand,  higher  values  of  SRAD,  TMMN,  TMMX,  and VS  suggest more 

favorable conditions for fire incidents. 

Table 3. Statistical Mean and Standard Deviation of the Key Features against Fire Class. 

Features 

Fire = 1  Non‐Fire (Fire = 0) 

Count  Mean 

Standard 

Deviation  Count  Mean 

Standard 

Deviation 

current0101_LC_Type2_annual  5557  9.613101  3.652621  5526  3.088853  2.465596 

current0101_average_annual_nighttime  1960  1.33929  2.232185  0  ‐  ‐ 

current0101_hii_annual  5403  2094.723  881.2572  0  ‐  ‐ 

current_EVI_annual  5553  0.369616  0.059076  5526  0.460531  0.064722 

current_KBDI_annual  3404  95.86203  55.7931  5526  21.63871  9.450237 

current_LST_annual  5522  304.4709  1.561426  5510  299.5443  2.200019 

current_NDVI_annual  5553  0.567431  0.078325  5526  0.684663  0.075106 

current_aet_annual  5557  104.8773  9.327677  5526  96.14751  8.020696 

current_def_annual  5557  7.798602  7.765711  5526  0.57292  0.925342 

current_pdsi_annual  5557  0.453241  2.904917  5526  3.93935  1.623397 

current_pet_annual  5557  112.6757  12.85509  5526  96.72054  8.350228 

current_pr_annual  5557  202.7966  36.59999  5526  269.2244  48.8007 
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current_ro_annual  5557  97.5236  41.03856  5526  173.054  52.46889 

current_soil_annual  5557  95.14247  52.39215  5526  94.80768  27.17345 

current_srad_annual  5557  185.4051  24.57128  5526  169.1053  7.917929 

current_swe_annual  5557  0  0  5526  0  0 

current_tmmn_annual  5557  23.47415  0.549855  5526  21.33283  2.059547 

current_tmmx_annual  5557  32.31917  0.718615  5526  29.97259  2.362977 

current_vap_annual  5557  3.065104  0.080479  5526  2.808721  0.217333 

current_vpd_annual  5557  0.825758  0.098175  5526  0.623304  0.215493 

current_vs_annual  5557  1.834698  0.287861  5526  1.327443  0.267973 

 

5.3.1. Sample Analysis ‐ Boxplot Analysis with GPT‐4 and Noteable Plugin 

Box plot analysis, also known as a whisker plot, which visually  represents data distribution 

using a  five‐number  summary: minimum,  first quartile, median,  third quartile, and maximum  is 

presented in Figure 6. In non‐fire conditions, the BurnDate appears insignificant due to the reference 

date being set to ‐1 with the year of 2022. However, in fire scenarios, the median typically falls around 

day 60, with the first‐third quartile ranging from approximately day 40 to 150. This suggests that fires 

are generally prevalent from February to around May. 
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Figure 6. Boxplot Analysis for each Key Features for Fire and Non‐Fire Points. 

For  the  features  current_KBDI_annual,  current_LST_annual,  current_aet_annual, 

current_def_annual,  current_pdsi_annual,  current_pet_annual,  current_pr_annual, 

current_ro_annual,  current_tmmn_annual,  current_tmmx_annual,  current_vap_annual, 

current_vpd_annual, and current_vs_annual, distinct medians are apparent when  comparing  fire 

scenario  (i.e.,  fire=1)  to  non‐fire  scenario  (i.e.,  fire=0). This  disparity  suggests  that  these  features 

exhibit varying central tendencies in areas with fire. It is important to note that the black line inside 

the blue box in the diagram corresponds to the median. 

The results obtained from the box plot analysis appear to be quite reasonable because most of 

the median values observed from the meteorological variables suggest conditions favorable for fire 

incidents. For instance, higher values of KBDI indicate drier conditions, elevated LST signifies higher 

temperatures,  increased  AET  and  PET  values  represent  more  significant  water  loss  due  to 
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evaporation, lower PDSI and higher DEF (climate water deficit) values imply moisture deficits, lower 

PR  (precipitation)  levels  indicate  reduced moisture conditions, and decreased RO  (runoff) values 

denote less water flowing from the land to the surface, signifying drier conditions or reduced water 

availability.  In  addition, higher values of  SRAD  indicate more  solar  energy  reaching  the Earth’s 

surface, while the higher median temperature values (TMMN and TMMX) suggest a more favorable 

environment for fire occurrence. Elevated VPD values, associated with dry air, can promote the rapid 

drying  of  vegetation, while  higher VS  values may  accelerate  fire  spread. Conversely,  the  lower 

median values for NDVI and EVI underscore the presence of less green vegetation at fire‐affected 

sites.  This  analysis  offers  valuable  insights  into  the  interplay  between  various  features  and  fire 

incidents. 

5.2.2. Sample Analysis – T‐tests Statistical Tests with GPT‐4 and Noteable Plugin 

T‐tests  statistical  analysis  are  valuable  tools  for  comparing  the means  of  two  groups  and 

determining whether  the  observed  differences  between  them  are  statistically  significant.  In  this 

analysis,  t‐tests were  exclusively  applied  to  the  numeric  columns,  and  any  columns  containing 

missing  data  were  thoughtfully  excluded  from  the  analysis.  The  t‐test  methodology  involves 

comparing the means of two distinct groups and generating p‐values, which quantitatively express 

the statistical significance of the observed differences. These p‐values are subsequently compared to 

a predefined significance level, typically set at 0.05, to make informed decisions regarding the null 

hypothesis. The groups in question here are as follows: group 1 comprises variables associated with 

fire  scenarios  (identified  by  a  “fire=1”), while  group  2  encompasses  variables  linked  to  non‐fire 

scenarios (designated by a “fire=0). The t‐tests, as illustrated in Table 4, yielded both t‐statistic values 

and corresponding p‐values, aiding in the assessment of statistical significance within the dataset. 

Table 4. t‐test Statistics and p‐value test. 

Features  Group 1  Group 2 
T‐

Statistics 

p‐

value 

Statistically 

Significant 

BurnDate 

Filter Fire 

Condition 

(‘fire’ = 1) 

Filter Non‐Fire 

Condition   

(‘fire’ =0) 

‐93.2815  0 

Significant 

current0101_LC_Type2_annual  ‐110.2646  0 

current_EVI_annual  77.2107  0 

current_KBDI_annual  ‐76.9397  0 

current_LST_annual  ‐135.6047  0 

current_NDVI_annual  80.4098  0 

current_aet_annual  ‐52.8367  0 

current_def_annual  ‐68.8715  0 

current_pdsi_annual  78.0405  0 

current_pet_annual  ‐77.5257  0 

current_pr_annual  81.0322  0 

current_ro_annual  84.3792  0 

current_srad_annual  ‐47.0552  0 

current_tmmn_annual  ‐74.6871  0 

current_tmmx_annual  ‐70.6441  0 

current_vap_annual  ‐82.2645  0 

current_vpd_annual  ‐63.5849  0 
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current_vs_annual  ‐96.0227  0 

current_soil_annual  ‐0.4226  0.6726  Not Significant   

current0101_average_annual_nighttime  ‐  ‐  NaN   

(Missing Data) 

current0101_hii_annual  ‐  ‐  NaN   

(Missing Data) 

current_swe_annual  ‐  ‐  NaN   

(Constant) 

In general, the magnitude of a t‐statistic value serves as a measure of the difference between the 

sample mean and the hypothesized population mean. A larger t‐statistic magnitude indicates a more 

substantial disparity  between  the  sample mean  and  the hypothesized population mean, while  a 

magnitude close to 0 suggests that the means of both groups are quite similar. Examining the table, 

we observe  that  t‐statistic values  for most key  features exhibit a  substantial magnitude, with  the 

exception of current_soil_annual, which hovers closer to 0. Furthermore, the p‐values generated for 

the majority of key variables, except for current_soil_annual, current_0101_average_annual_nighttime, 

current0101_hii_annual,  and  current_swe_annual,  are  extremely  low,  effectively  reaching  0.  This 

indicates that the differences observed between fire and non‐fire conditions are indeed statistically 

significant for most key features. In the case of current_soil_annual, the t‐statistic and p‐value reveal 

their statistical insignificance. However, it should be noted that current_0101_LC_Type2_annual is not 

ideally suited for this analysis as it represents a categorical attribute converted to a numeric form, 

rendering it less relevant. Similarly, BurnDate should not be included as a key feature or predictor in 

this analysis; its inclusion is intentional, as these results were generated directly through the ChatGPT 

prompts. 

5.2.3. Sample Analysis – Variance Inflation Factor with GPT‐4 and Noteable Plugin 

The Variance  Inflation  Factor  (VIF)  is  a  crucial metric  used  to  identify multicollinearity  in 

regression analysis. For this analysis, only numeric variables are taken into consideration, and any 

columns containing null variables are excluded. Multicollinearity refers to a scenario in which two or 

more predictor variables in a regression model exhibit high correlations. In Figure 7, the VIF analysis 

reveals that certain variables, such as current_pet_annual and current_aet_annual, exhibit very high 

VIF  values,  signifying  their  strong  correlations with  other  predictor  variables  in  the dataset. To 

address multicollinearity issues, it is generally recommended to either eliminate or combine features 

with high VIF values. 
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Figure 7. Variance Inflation Factor for Key Features. 

5.4. Limitation of the GPT‐4 with Noteable Plugin 

In exploring the capabilities of the GPT‐4 with Noteable Plugin, we observed a mix of successful 

analyses  and  encountered  challenges  with  certain  statistical  tests  and  feature  importance 

examinations. While some of the analyses, such as basic statistical information, boxplot analysis, t‐

test statistics, and VIF analysis, yielded valuable results as shown in the previous subsection, several 

other tests faced errors and inaccuracies. It is important to emphasize that the suggestions for various 

statistical and feature  importance tests are generated by ChatGPT. This subsection delves  into the 

tests  and  analyses  that  presented  challenges  and  limitations,  offering  insights  where  further 

refinement may be necessary.   

The first test encountering errors is the feature importance ranking utilizing the Random Forest 

machine learning model. This analysis aims to rank features based on their importance in predicting 

the fire class, offering insights into which features strongly influence fire occurrences. However, the 

prompts consistently detect only one class, preventing model training and the calculation of feature 

importance through Random Forest. A similar issue also arises when examining logistic regression 

coefficients. This anomaly could be attributed to the unaddressed missing data, which may require 

further attention. In addition, attempts to conduct multiple statistical tests in a single prompt using 

numerous  suggestions  from ChatGPT  responses  resulted  in  the conversation crashing. This  issue 

occurred during multiple retries on logistic regression coefficients, recursive feature elimination, chi‐

squared  tests, mutual  information,  and ANOVA  (analysis  of  variance)  tests.  The  crash may  be 

attributed to exceeding a certain output limit. It is important to note that these errors or limitations 

may also be caused by the  imperfect prompts used to  instruct ChatGPT to perform specific  tasks, 

highlighting the need for more precise prompts to ensure accurate execution. While the plugin has 

demonstrated its capability to generate graphs, charts, and analysis insights in Section 5.3 through 

multiple prompts, it is equally important for data users to have a solid grasp of the specific analysis 

or tests being conducted. This understanding is crucial for interpreting the analysis results effectively 

and deriving deeper insights from the generated outcomes. 

Advocating for additional studies to validate the usage of the tools in their analysis is essential. 

While the limitations of the plugins are acknowledged, the results presented in Section 5.3 suggest 
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that  embracing  these  tools  as  a  part  of  one’s  toolkit  for  preliminary  analysis  or  assessment  is 

warranted. However,  as  evidenced  by  the  limitations,  it  remains  essential  to  conduct  additional 

checks to verify the accuracy and intended outcomes of the analyses. From our personal viewpoint, 

considering that most tests and procedures are proposed by plugin, it is evident that this tool can 

greatly benefit data analysts and researchers seeking guidance on which available tests to perform. 

6. Conclusions 

In conclusion,  the primary contribution of  this paper  lies  in  the proposed  framework, which 

includes the scripts for swiftly generating forest fire datasets from GEE. This methodology is easily 

replicable for various locations, and the resulting datasets can be freely shared without the need for 

permissions from government authorities or other organizations. Peninsular Malaysia served as the 

case study to showcase the effectiveness of the proposed framework. Since the generated dataset is 

created without the use of any private government or organizational data, it can be openly accessed 

and  shared without  restrictions.  This  framework  greatly  lowers  the  barriers  for  data  scientists, 

enabling  them  to apply  their analytical skills directly  to  the GEE‐extracted datasets,  reducing  the 

necessity for in‐depth remote sensing knowledge. 

The second contribution of  this work  involves  the successful adoption and demonstration of 

LLM, specifically GPT‐4 with the Noteable plugin, as a tool for conducting preliminary analysis on 

the  generated  dataset.  The  sample  analysis  reveals  valuable  insights  into  the  fire  scenarios  in 

Peninsular Malaysia. Key factors affecting forest fires in this region, based on the preliminary analysis 

of the annual averages referencing the year of fire, include KBDI, LST, PDSI, DEF, PR, RO, SRAD, 

TMMX, TMMN, and VPD. Section 5.4 discusses the limitations of GPT‐4 with the Noteable plugin. It 

is important to note that no manual coding was performed during the analysis; rather, the analysis 

and  Python  scripts  producing  the  results  were  generated  through  simple  prompts  within  the 

ChatGPT interface. As technology continues to evolve, researchers at the forefront should consider 

adopting such technologies to enhance their methodologies and analyses. 

7. Future Works 

In this study, the proposed framework relies solely on the MCD64A1 BA dataset for extracting 

fire points  in  the  study area.  It’s  important  to acknowledge  that  this dataset may not be entirely 

accurate  and  could miss  some  fire  occurrences  [68]. However,  for  the purposes  of  this  study,  it 

provides  a  rapid means  to  discover  the  historical  fire  location.  For  future work,  improving  the 

collection of historical fire points could involve incorporating other BA datasets such as FireCCI51 

v5.1  [33], Globfire Fire Event  [34], or region‐specific government data. While the provided scripts 

demonstrate the feasibility of the proposed framework, creating a GUI version could enhance user 

convenience. 

While  the GPT‐4 with Noteable plugin has effectively showcased  its utility  for analysis,  it  is 

essential  to emphasize  the need  for  subsequent validation  to  confirm  the  tool’s applicability and 

limitations. The sample analysis conducted with the GPT‐4 and Noteable plugin focused solely on 

the annual averages, specifically referencing the year of fire. However, it is crucial to advocate for a 

more comprehensive analysis that considers all variables, providing a deeper understanding of the 

critical  factors  influencing  fires  in Malaysia. Furthermore,  the dataset can be employed  to  train a 

machine learning model as a predictive tool to forecast future fire occurrences. This predictive model 

would serve as a valuable resource for proactive fire management strategies. 

The  versatility  of  the  proposed  framework  extends  beyond  forest  fires.  By  supplying  the 

geographical coordinates of various disastrous events,  it becomes  feasible  to extract  the pertinent 

remote sensing features from GEE for analyzing the occurrence of  these disasters, using the same 

methodology applied in this study. It’s important to underscore that a substantial amount of remote 

sensing data employed  in  this  research  is accessible  through  the GEE data catalog. However,  it’s 

worth noting that the GEE community catalog [69] offers access to a multitude of additional datasets, 

further broadening the scope of potential applications. Future work could explore the utilization of 
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these diverse datasets  for different  types of environmental assessments and disaster management 

efforts. 
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