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Abstract: A well-designed transition control schedule can enable the engine to quickly and smoothly
transition from one operating state to another, thereby enhancing the maneuverability of the aircraft.
Although traditional pointwise optimization methods are fast in solving the transition control
schedules, their optimized control schedules suffer from fluctuation problems. While the global
optimization methods can suppress the fluctuation problems, their slow solving speed makes them
unsuitable for engineering applications. In this paper, a combined optimization method for the
transition control schedules of aero-engines is proposed. This method divided the optimization of
the control schedules into two layers. In the outer-layer optimization, the global optimization
technique was utilized to suppress the fluctuation of geometrically adjustable parameters. In the
inner-layer optimization, the pointwise optimization technique was adopted to quickly obtain the
control schedule of fuel flow rate. Moreover, a construction method of non-uniform control points in
the global optimization layer was proposed, which significantly reduced the number of control points
that needed to be optimized and thus improved the efficiency of global optimization. The
optimization problem of the acceleration and deceleration control schedules of a mixed-flow turbofan
engine was used to verify the effectiveness of the combined optimization method. The results show
that, compared with the pointwise optimization method, the transition time optimized by the
combined optimization method shows no obvious difference. The control schedules optimized by
the combined optimization method are not only smooth but also can prevent some components from
approaching their working boundaries.

Keywords: aero-engine; transition control schedule; combined optimization; pointwise optimization;
global optimization

1. Introduction

The transition performance of aero-engines plays a crucial role in aircraft maneuverability.
However, due to the complexity and strong nonlinearity of aero-engines, it is difficult to quickly
design the optimal transition control schedules within the constraints[1,2]. At present, there are
mainly two types of optimization methods for the transition control schedules of aero-engines, which
are the pointwise optimization methods and the global optimization methods.

The pointwise optimization methods discretize the optimization problem of the transition
control schedules into sub-optimization problems at each time step or discrete operating point. These
methods attempt to adjust the engine’s adjustable parameters within each sub-optimization problem,
enabling the engine to complete transition operation rapidly and smoothly. Hao [3] and Zheng [4]

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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ignored the engine’s dynamic effects and optimized the adjustable parameters of key working points
in the transition process based on the engine’s steady-state model. Although a smooth mode
transition of the variable cycle engine was achieved, the neglect of dynamic effects led to low design
accuracy of the transition control schedules and inability to guarantee the minimum mode transition
time. Chen [5] and Kurzke [6] proposed the virtual power extraction method that can use the power
extraction for the steady state of the engine to simulate the remaining power in the dynamic process.
Thus, the transition control schedules of the engine can be analyzed and optimized at discrete steady-
state operating points. Jia [7,8] proposed a dynamic state reverse method based on the virtual power
extraction method. This method incorporates specific adjustable parameters and performance
parameters of the engine into the unknown variables and equilibrium variables of the equations for
the engine model respectively. During the process of solving the engine equations, the adjustable
parameters corresponding to the specified performance parameters can be automatically solved, thus
simplifying the design process of the transition control schedules. However, the virtual power
extraction method assumes that the relationship between the rotational speeds of the high-pressure
and low-pressure rotors in the transition state is the same as that in the steady state. Moreover, it
ignores dynamic factors such as the volume effect, resulting in a low design accuracy of the transition
control schedules. Lu et al. [9] iterated the virtual power extraction method and used the optimized
transition control schedules from the previous step to calculate the relationship between the
rotational speeds of the high-pressure and low-pressure rotors. Although this has improved the
optimization accuracy, it has also multiplied the optimization time. Qi [10] and Li [11] proposed a
kind of pointwise optimization method that directly optimizes the adjustable parameters of the
engine at each time step during the transition state, and obtained the control schedule curves of fuel
flow rate and nozzle throat area during the acceleration process. The pointwise optimization methods
are widely used for various aero-engines due to their relatively fast optimization speed [12-14].
However, since they don’t consider the relationship between working points in the transition state,
there are fluctuations in the optimized control schedules [15]. Zhao et al. [16] constrained the
adjustable parameters at the current time step according to the predicted values of the performance
parameters in the next few time steps. Although this suppresses the high-frequency fluctuations of
the control schedules, it prolongs the transition time. Hao [17-19] and Zhang [20] added constraints
on the change rate of adjustable parameters in pointwise optimization, largely inhibiting the high-
frequency fluctuations of control schedules. However, there are still low-frequency fluctuations. To
suppress the fluctuation problem that occurs in the pointwise optimization methods, the global
optimization methods are proposed.

The global optimization methods parameterize the transition control schedule curves into
discrete control points. These methods directly optimize the control points to minimize the transition
time. Moreover, it is quite easy to enhance the smoothness of the control curves by various means.
Zhang et al. [21] restricted the control parameters to change monotonically during the global
optimization. While this enhanced the smoothness of the control schedules, it significantly limited
the flexibility of the control schedules, thus making it impossible to guarantee the shortest transition
time. Zheng et al. [15]. used Bezier curves to construct the control schedules for fuel flow ratio and
nozzle throat area, and directly optimized the control points of the Bezier curves to minimize the
acceleration time. The smoothness of the Bezier curve effectively suppresses the fluctuation problem
of the control schedules. Song et al. [22] introduced the maximum entropy theory in the global
optimization. They suppressed the high-frequency fluctuations by maximizing the entropy value of
the control schedules. Additionally, they suppressed the low-frequency fluctuations through the
piecewise linearization of the optimized control schedules. Although the global optimization
methods demonstrate advantages in suppressing fluctuations of control schedules, they involve
numerous control points of the control schedules, which leads to a high-dimensional global
optimization problem. Moreover, repeated evaluations of transition times for different control
schedules make the optimization time cost unacceptable. To reduce the time for global optimization,
Ye et al. [23-25] used surrogate models to estimate the engine’s transition time. However, due to the
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complexity of the aero-engines, it is difficult to guarantee the accuracy of surrogate models, which
leads to noticeable differences in the control schedules and transition times obtained from different
surrogate models.

In this paper, a combined optimization method for the transition control schedules of aero-
engines is proposed. This method divides the optimization of control schedules into two layers. For
the inner-layer optimization, the pointwise optimization technique is used to quickly optimize the
control schedules that usually do not fluctuate. For the outer-layer optimization, the global
optimization technique is employed to suppress the control schedules that are prone to fluctuations.
Furthermore, to reduce the time cost of global optimization, a construction method for non-uniformly
distributed control points is proposed. Thus, the number of control points that need to be optimized
can be reduced.

The rest of this paper is organized as follows. Section 2 introduces the transition optimization
problem of engines. Section 3 elaborates on the principle, process and innovation of the combined
optimization method. In Section 4, the method is applied to the optimization of acceleration and
deceleration control schedules for a mixed-flow turbofan engine to verify its effectiveness and
advancement. Section 5 presents a summary of this paper.

2. Transition Optimization Problem of Aero-Engines
2.1. The Mathematical Formulation of the Transition Optimization Problem

The transition process of aero-engines mainly includes acceleration and deceleration processes.
The acceleration process refers to pushing the power lever to make the engine transition from a low-
thrust state to a high-thrust state. The deceleration process is the opposite. The transition time of an
aero-engine is its key dynamic performance. When the power lever is pushed rapidly for acceleration,
the fuel flow rate increases swiftly, followed by a rise in the outlet temperature of the combustor and
the rotor speed. In addition, the operating point of the compressor will move towards its surge
boundary, as shown in Error! Reference source not found.. During the acceleration process, the
compressor should maintain a sufficient surge margin to ensure that its working point does not
approach the surge boundary too closely. During the deceleration process, there is no need to worry
about the operating point of the compressor getting too close to the surge boundary. However, it is
necessary to limit the minimum value of the fuel flow rate to prevent the combustor from flameout.
Therefore, in the transition process, it is not only required to have a short transition time but also
necessary to ensure the reliable operation of the engine. Typically, in the transition process, it is
required that parameters such as the compressor surge margin, rotor speed, and combustor outlet
temperature do not exceed the limit values.

Acceleration
working line \ ~
Line of constant corrected PR

Pressure ratio

; ~ P

Lo e \ Deceleration

P ’\,%s . working line
Ve e -

7
~ Steady state working line

Corrected flow

Figure 1. Working lines of the Compressor.

Generally, the transition control schedules for the engine can be expressed as the relationship
between adjustable parameters and time:


https://doi.org/10.20944/preprints202501.1549.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 21 January 2025 d0i:10.20944/preprints202501.1549.v1

4 of 19

X(6) =[x, (0,25, (1), %, (1), x, ()] )

where, x,(¢) represents the value of the i-th adjustable parameter at time ¢, and I represents the

number of adjustable parameters.

The control schedule curves of adjustable parameters during the transition process can be
optimized, so that the engine can complete the transition process quickly and reliably. The objective
function of the transition process optimization can be expressed as:

min M = j(P(X(r)) P ) di 2
st g, (X(0)<0, j=123...]

where, P represents the performance parameter of the engine, which is usually the thrust or rotor
speed. In this paper, the engine thrust is selected as P . P, , represents the target value of the

target

performance parameter at the end of the transition process, g, denotes the j-th constraint condition

during the transition process, and J represents the number of constraint conditions.
For the mixed-flow turbofan engine studied in this paper, the constraint conditions to be met
during the transition process are shown below:

2, (X(1) = SMc,minS ;/[Scl\:c (X(@®)

g, (X(1) = (X](\;)) = N

2 (X(0) =2 (X](Vt)) — 3)
g(X(0) = %

go(X(t) = 22 (’;?)—Ma

g, (X(1) = (f)),(; X s

where, the subscripts min and max respectively represent the lower and the upper limits of the
parameter, SM, and SM, respectively represent the surge margins of the fan and the compressor,

N, and N, respectively represent the physical rotational speeds of the low-pressure rotor and the
high-pressure rotor, T, represents the total temperature at the outlet of the combustor, Ma,,

represents the Mach number at the outlet of the fan bypass duct, X represents the change rate of the
adjustable parameters.

2.2. Traditional Optimization Methods for Transition Control Schedules

Traditional optimization methods for transient control schedules mainly include the pointwise
optimization methods and the global optimization methods.

The pointwise optimization methods discretize the objective function described by Equation (2)
into each time step of the transition state:

min M(z,) = (P(X(tk )— Ptarget )2

. 4)
st. g, (X(@)<0, j=1,23...J
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where, M(t,) represents the objective function of the k-th time step, X(f,) represents the
adjustable parameters at the end of the k-th time step.

At each time step during the transition process, the X(¢,) is optimized to satisfy Equation (4),
so that the performance parameter of the engine can quickly approach its target value. For engines
with multiple adjustable parameters, Equation (4) needs to be further expanded as follows:

min M (1) =(%J (1-0)+0Y [— (’“‘%getJ
- B X. — X

target start i,up i,low

)
st g (Xt)<0, j=123...J

where, P

start

represents the value of the performance parameter at the start of the transition process,

x,(t,) represents the i-th adjustable parameter at the end of the k-th time step, x, represents the

Ltarget

target value of the i-th adjustable parameter at the end of the transition process, x,, ., and x,

ilow i,up
respectively represent the lower and upper limits of the i-th adjustable parameter, @ represents the
weight factor of the adjustable parameters.

The second term on the right side of Equation (5) ensures that the adjustable parameters also
reach their steady-state target values at the end of the transition process, thus avoiding the conflict
between the steady-state control schedules and the transition control schedules. Typically, the value
of w issetto0.5.

The pointwise optimization methods feature relatively high optimization speeds at each time
step. However, they have difficulty in considering the smoothness of the adjustable parameters over
time. Thus, the optimized control schedules are prone to fluctuations.

The global optimization methods no longer decompose the optimization problem of the
transition process. Usually, they directly construct the sequence of adjustable parameters over time:

S=[X(to)’X(tl)""9X(tk)3'“>X(tK)] (6)

where, X(#,) represents the adjustable parameters at the end of the k-th time step, K represents
the number of time steps. X(7,) and X(f,) are the known start and target values of adjustable

parameters in the transition process. Therefore, the optimization variables of the global optimization
methods are:

L§=[)((tl)ﬂ)((tz)a'"7)((tk)7'"7)((2‘K-1)] (7)

The global optimization methods directly optimize S to satisfy Equation (2). Meanwhile, the
smoothing methods for the control schedules, such as the maximum entropy method in reference
[22], can be easily applied. However, there are typically a large number of time steps in the transition
process. Specifically, the value of K in Equation (7) is very large, which makes the dimension of the
optimization problem extremely high. Even worse, the dimension of X in Equation (7) will also
increase as the number of adjustable parameters increases, further increasing the dimension of the
optimization problem. In addition, during the global optimization process, it is necessary to
repeatedly conduct transition simulations of the engine for different § . Owing to the relatively long
time required for a complete transition simulation, the high-dimensional optimization cost of the
global optimization methods is unacceptable.

3. Combined Optimization Method

Generally, the fuel flow rate has a strong correlation with the transient performance of the engine.
According to the results in references [9] and [10], even when the pointwise optimization method is
adopted, the optimized control schedule of the fuel flow rate is quite smooth. Compared with the
fuel flow rate, the geometrically adjustable parameters have a weaker correlation with the transient
performance of the engine. Moreover, there is a strong coupling relationship among the geometrically
adjustable parameters. According to the results in references [22] and [23], even when the global
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optimization method is adopted, the geometrically adjustable parameters will still fluctuate.
Apparently, traditional optimization methods overlook the disparities among different adjustable
parameters. They directly incorporate all adjustable parameters into the optimization variables,
which imposes a heavy burden on the optimization algorithm and makes it very difficult to quickly
optimize smooth control schedules.

The combined optimization method proposed in this paper divides the optimization of the
dynamic control schedules into two layers. In the outer-layer optimization, the global optimization
technique is applied to suppress the geometrically adjustable parameters that are prone to
fluctuations. In the inner-layer optimization, the pointwise optimization technique is used to quickly
obtain the control schedule of the fuel flow rate. Furthermore, the global optimization technology has
been improved, which can significantly reduce the time cost of global optimization. The flowchart of
the combined optimization method is shown in Error! Reference source not found..

Set the global optimization variables of geometrically
adjustable parameters in the global optimization layer

.

Set the initial values of the global
optimization variables

.

Construct the control schedules of geometrically adjustable
parameters based on the global optimization variables

'

Optimize the control schedule of fuel Update the global
flow in the pointwise optimization layer

optimization variables

l by the optimization

algorithm of the global
optimization layer

Calculate the objective value of the
global optimization variables

A

meet termination
condition

Output the control schedule curves of the geometrically
adjustable parameters and the fuel flow rate

Figure 2. Flowchart of the combined optimization method.

Specifically, the combined optimization method involves the following steps:

1) Set the global optimization variables of geometrically adjustable parameters in the global
optimization layer.

Generally, traditional global optimization methods uniformly divide the adjustable parameters
into multiple control points according to time or rotor speed. For example, in Reference [23], the
uniformly-distributed control points for the Bezier curve of the nozzle throat area versus the high-
pressure rotor speed are optimized, as shown in Error! Reference source not found.. However, an
excessive number of control points makes the dimension of global optimization extremely high,
which greatly intensifies the difficulty of global optimization. In addition, the control schedules for
engineering applications are required to be as simple as possible, so as to reduce the burden of the
controller. In the case of uniformly-distributed control points, the number of control points cannot be
directly reduced. Otherwise, the degree of freedom of the control schedules will be limited. Therefore,
a construction method for non-uniformly distributed control points is proposed.

In this paper, the low-pressure rotor speed N, is selected as the independent variable of the

control schedule. For the i-th adjustable parameter x,, the non-uniform distribution of two control
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points is shown in Error! Reference source not found.. If the coordinate values of the control points
are directly taken as the optimization variables, the optimization algorithm cannot guarantee that the
rotor speeds of the control points increase monotonically, ie., N, >N, . Therefore, the

dimensionless rotor speed increment is defined as optimization variable:

M+1
AZ m=1 A]VL.m = NL.target - NL,stan (8)
where, AN, , represents the m-th dimensionless rotor speed increment which is within the interval
0, 1], N, and N, . respectively represent the target and start value of the N , M

represents the number of control points, 4 represents the scaling factor.
When all the dimensionless rotor speed increments are known, the A can be calculated
according to Equation (8). Thus, the rotor speeds of all control points can be calculated in turn:

NL,m = NL,m—l + j'A]\]L,m (9)

where, the subscript m denotes the index number of the control point. And it should be noted that
NLO :NL,stan'

0.23

+«—Control point

---=--4

0.22 *

:Bezier curve, ¢

—————

0.21

Ag(m?)

0.19

L e e e »
)

e e ]

L e @
B
————————--a

0 187() 80 9 100

Nu(%0)

Figure 3. Control points for the Bezier curve.

1.0 .
Bt (Nl.tzgwx],ugﬂ)
0.8 /
g (} VL,Pxi,l)
0.6 N
.

4
0 l E, (NL,2=xi,2J
0.2 /

P (NL,sutsxi,stzt)

0.0

50 60 70 80 90 100
Ny(%)

Figure 4. Non-uniform distribution of two control points.

Furthermore, to avoid sudden changes of the adjustable parameter, the change rate of the
adjustable parameter is constrained. The change rate of the i-th adjustable parameter with respect to
the rotor speed is defined as follows:
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X  —X

i,m i,m—1
NL,m - N

L,m-1

X =

i,m

(10)

In order to complete the transition process rapidly, the adjustable parameter of the last control
point will naturally approach its target value. Therefore, it is usually unnecessary to limit the change
rate of the adjustable parameters between the last control point and the target point. However, if the
coordinate values of the control points are directly taken as the optimization variables, the
optimization algorithm cannot ensure that %, of all control points is less than their limit value
X, ax -

When the values of x.

i,m-17

N, ,and N areall known, the upper and lower limits of x,,

can be calculated according to %, :

i,max

xi,m,up = xi,m—l + xi,max (NL,m - NL,m—l)
(11)

- xi,max (NL,m - NL,m—l)

=X

i,m—1

€[X, X

] Evidently, Yim €%

i,low >

X

D 1N[x

i,m,low >

X maup ) . Therefore, the

i,low >

In addition, i

Yim of the adjustable parameter, which belongs to the interval [0, 1], is defined

dimensionless value
as the optimization variable. And the actual value of each adjustable parameter can be calculated in
turn:

xi,m = )_Ci,m (min(‘xi,up > xi,m,up) - max(‘xi,low > xi,m‘low )) (12)

In conclusion, the optimization variables of the i-th adjustable parameter can be expressed as:

v, = I:(ANL,I ’fi,l )!(ANL,Z ’)_Ci,z )s' ”9(ANL,m ’fi,m )s' ) "(ANL,M ’fi,M )’ANL,M-H ] (13)

It should be noted that ANt represents the dimensionless rotor speed increment between
the last control point and the target point. Since the adjustable parameter of the target point is known,

Yim+1 does not need to be an optimization variable.

For each adjustable parameter, the number of control points M can be different. And the global
optimization variables of [ adjustable parameters in the global optimization layer can be described
as:

V:[vl,v2,---,v,.,---,v,] (14)

By optimizing ¥V, it can be ensured that the rotor speeds of the control points increase
monotonically and the change rate of the adjustable parameters does not exceed the limit.

2) Set the initial values of the global optimization variables.

If gradient optimization algorithms such as the sequential quadratic programming algorithm
are used in the global optimization layer, it is assumed that the initial control points are uniformly
distributed along the rotational speed, and the straight line connecting the start point and the target
point of the transition process is used to determine the initial coordinates of the control points. For
instance, regarding the two control points in Error! Reference source not found., their initial

positions are shown in Error! Reference source not found.. Therefore, the value of ANy, for each
initial control point can be set to the same value of 1/ (1+M) , where M represents the number of

control points. Subsequently, the value of Xim for each control point can be calculated inversely in
sequence according to Equation (12).

If population-based algorithms like the differential evolution algorithm are used in the global
optimization layer, each individual representing global optimization variables only needs to be
randomly initialized within the optimization region. In addition, to give the initial population
relatively reasonable initial values, the initialization method used in gradient optimization
algorithms can be adopted to initialize a single individual in the population. Generally, the number
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of individuals in a population is relatively large. Assigning an initial value to a single individual will
not affect the diversity of the initial population, and thus will not affect the convergence of the
algorithm.

1.0
0.8 A.
d

0.4 e
// R,inniﬂ
021@
Pt
0.0

50 60 70 80 90 100
N(%)

Figure 5. Uniform distribution of the two initial control points.

3) Construct the control schedules of geometrically adjustable parameters based on the global
optimization variables.

When the global optimization variables are given, the coordinate values of each control point
can be calculated according to Equation (9) and Equation (12). The results of Reference [22] show that
the piecewise linearization of the control schedule has little impact on the transition performance.
Therefore, in order to reduce the complexity of the control schedule, this paper no longer constructs
complex curve such as Bezier curve based on the control points. Instead, the control schedule of each
adjustable parameter is directly constructed through linear interpolation of the control points.

4) Optimize the control schedule of fuel flow in the pointwise optimization layer.

In the pointwise optimization layer, the control schedules of geometrically adjustable
parameters delivered by the global optimization layer are adopted. During each time step of the
transition process, the fuel flow is optimized to meet Equation (4).

It should be noted that at this time, the X(z,,,) in Equation (3) only contains one optimization
variable, that is, the fuel flow. Therefore, the speed of pointwise optimization can be very fast.

5) Calculate the objective value of the global optimization variables.

The objective function described in Equation (2) needs to be integrated over time. Its discretized
form over time steps is shown as follows:

min M=ZII; (P(X(tk D = Bge )2 (15)

where, K represents the total number of time steps.

The dimensionless global optimization variables proposed in this paper have considered the
change rate constraints of geometrically adjustable parameters, and the pointwise optimization layer
has considered engine performance constraints. Thus, there’s no need to account for other constraint
conditions in the global optimization layer’s objective function.

Particularly, for the case of interruption in the transition process calculation, it is stipulated that
the engine performance parameters at subsequent time steps are equal to their interruption values.
At this moment, a relatively large objective function value will cause the optimization algorithm to
discard current optimization variables.

6) Check whether the termination condition of the global optimization layer is met.

The termination condition of the global optimization layer is associated with the optimization
algorithm used in this layer. When gradient optimization algorithms such as the sequential quadratic
programming algorithm are used, the termination condition is usually that the change in the objective
function value is less than a predefined threshold. When population-based algorithms like the
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differential evolution algorithm are employed, the termination condition is usually that the number
of optimization generations reaches its predetermined value.

If the termination condition is met, output the control schedule curves of the geometrically
adjustable parameters and the fuel flow rate. Otherwise, update the global optimization variables by
the optimization algorithm of the global optimization layer and then, return to step 3.

In conclusion, the combined optimization method proposed in this paper can integrate the
advantages of the global optimization methods and the pointwise optimization methods. In the
pointwise optimization layer, the only optimization variable is the fuel flow rate. The sequential
quadratic programming algorithm is adopted to ensure relatively high optimization efficiency [29].
In the global optimization layer, the non-uniform control points construction method proposed in
this paper can significantly reduce the number of control points, thus greatly shortening the time
required for global optimization. The differential evolution algorithm [30], which has good global
convergence, is applied to the global optimization layer, thus ensuring that the algorithm is less likely
to fall into local optimal solutions.

4. Results and Discussion
4.1. Simulation Model

To verify the effectiveness of the combined optimization method, the acceleration and
deceleration control schedules of a mixed-flow turbofan engine were optimized. The simulation
model of the mixed-flow turbofan engine was built in the aero-engine performance simulation
program [25-28], as shown in Error! Reference source not found.. In the figure, HPC represents the
high-pressure compressor, while HPT and LPT stand for the high-pressure turbine and low-pressure
turbine respectively. Lines of different colors denote the bleed air, and the numbers represent the
relative bleed air amounts.

Figure 6. Simulation model of the mixed-flow turbofan engine.

Before optimizing the control schedules, it is necessary to determine the start and final states of
the transition process. The two states selected in this paper are the idle state and the maximum state
respectively, and their parameters are shown in Table 1.

Table 1. Parameters of idle state and maximum state.

Parameter name Idle state Maximum state
Altitude, m 0 0
Mach number 0 0
Fuel flow rate W, , kg/s 0.1315 1.9854
LPT throat area A4, ,,, % 130 100
Nozzle throat area 4,, m? 0.5 0.2846
Low-pressure rotor speed N, , % 48 100
Thrust, kN 5.06 93.0

Specific fuel consumption(SFC), kg/(N-h) 0.0936 0.0767
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In this paper, two geometrically adjustable parameters, the LPT throat area 4,,, and the nozzle
throat area 4,, are selected as the optimization variables for the global optimization layer, while the
fuel flow rate W, is chosen as the optimization variable for the pointwise optimization layer. The
lower and upper limits of the optimization variables are shown in Table 2. The limit values of the
constraint parameters to be satisfied during the transition process are shown in Table 3.

Table 2. Lower and upper limits of the optimization variables.

Optimization variable Lower limit Upper limit
Ay, %o 100 130
4y, m? 0.2 0.5
W, kgls 0.05 3

Table 3. Limit values of the constraint parameters.

Constraint parameter Lower limit Upper limit
Fan surge margin SM,, % 15
HPC surge margin SM., % 15
Low-pressure rotor speed N, , % 102
High-pressure rotor speed N, % 102
Combustor outlet temperature 7,, K 2000
Duct outlet Mach number Ma,, 0.8
Change rate of W, with respect to time, kg/s? 1.5
Change rate of 4,,, withrespectto N, %/% 20
Change rate of 4, with respectto N,, m¥% 0.5

4.2. Research on the Number of Control Points

As mentioned above, the combined optimization method proposed in this paper enables the
control schedules with a smaller number of control points. To analyze the impact of the number of
control points on the transition process, 1-3 control points are selected for each geometrically
adjustable parameter respectively, and the control schedules for the transition process are optimized.
The optimization results of the acceleration and deceleration processes are presented in Error!
Reference source not found. and Error! Reference source not found. respectively.

It can be seen from Error! Reference source not found.(a) and Error! Reference source not
found.(b) that when the number of control points varies, the optimization results of the control
schedules for geometrically adjustable parameters differ substantially. However, as can be seen from
Error! Reference source not found.(c) and Error! Reference source not found.(d), the number of
control points has no obvious impact on the fuel flow rate and acceleration time. The reason is that,
compared with the fuel flow rate, geometrically adjustable parameters have a relatively minor impact
on the acceleration process. Moreover, there exists a coupling relationship among geometrically
adjustable parameters. That is, different combinations of these parameters can achieve the same
control effect. Therefore, there exist different control schedules for geometrically adjustable
parameters, yet similar transition processes can be achieved through similar fuel flow rate control
schedules. In addition, an increase in the number of control points makes the feasible region of the
control schedule more diverse. This is the main reason why geometrically adjustable parameters
obtained by traditional optimization methods tend to fluctuate.

The deceleration process depicted in Error! Reference source not found. is similar to the
acceleration process. Therefore, to simplify the control schedules and suppress their fluctuations, a
single control point is selected for all geometrically adjustable parameters in both the acceleration
and deceleration processes in this paper. Apparently, compared with traditional global optimization
methods which often use as many as thirty control points for a single adjustable parameter [23], the
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number of control points in this paper is significantly reduced, thus significantly improving the
efficiency of global optimization.
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Figure 7. The parameters of the acceleration process obtained by the combined optimization method with

different control points.
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(c) W, vsTime (d) Thrust vs Time

Figure 8. The parameters of the deceleration process obtained by the combined optimization method with

different control points.

4.3. The Optimization Results of the Acceleration Process

Figures Error! Reference source not found. and Error! Reference source not found. show the
variation trends of adjustable parameters and performance parameters in the acceleration process
optimized by the pointwise optimization method(POM) and the combined optimization
method(COM). In Error! Reference source not found. on the left, the adjustable parameters’
variation trends with N, are shown (adjustable parameters are usually controlled according to
rotational speed), while on the right are those with time. As can be observed from Figures Error!
Reference source not found.(a)-9(d), the geometrically adjustable parameters optimized by POM
fluctuate significantly, while those optimized by COM are relatively smooth. In the first two seconds,
the value of 4, optimized by POM is relatively small, while 4,,, is relatively large, resulting in a
relatively small pressure ratio of the low-pressure turbine. Therefore, a slightly larger W, isrequired

to increase the thrust rapidly, as shown in Figures Error! Reference source not found.(e)-Error!
Reference source not found.(f). After two seconds, the adjustable parameters optimized by the two
methods are relatively close to each other.

It can be seen from Error! Reference source not found. that there is no obvious difference in the
transition times obtained by the two optimization methods, and the variation trends of the
performance parameters, except for the SM, and the Ma,,, are very similar. Because before two
seconds, the value of 4, optimized by COM is relatively large, which makes the engine’s flow
capacity stronger, thereby making the SM, and Ma,, relatively larger as well. Sufficient SM; can
avoid fan surge caused by sudden changes in working conditions during the acceleration process,
which is beneficial for the safety of the engine.
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Figure 10. Variation trends of performance parameters in the acceleration process.

4.4. The Optimization Results of the Deceleration Process

Figures Error! Reference source not found. and Error! Reference source not found. show the
variation trends of adjustable parameters and performance parameters in the deceleration process
optimized by the pointwise optimization method(POM) and the combined optimization
method(COM). In Error! Reference source not found. on the left, the adjustable parameters’
variation trends with N, are shown (adjustable parameters are usually controlled according to
rotational speed), while on the right are those with time. By comparing Figures Error! Reference
source not found.(a)-Error! Reference source not found.(d) and Figures Error! Reference source not
found.(a)-Error! Reference source not found.(d), it can be seen that during the deceleration process,
the fluctuation of the geometrically adjustable parameters optimized by POM is more evident, while
those optimized by COM remain relatively simple. Limited by the maximum value of the W, change
rate and the minimum value of the W, , the variation trends of the W, optimized by the two
methods during the deceleration process are almost exactly the same, as shown in Error! Reference
source not found.(f). In the first four seconds, the value of 4, optimized by POM is relatively large,
while 4,,, is relatively small, which makes the pressure ratio of the low-pressure turbine relatively
large. Therefore, the N, optimized by POM is slightly higher than that by COM in the first four
seconds, as shown in Error! Reference source not found.(e) and Error! Reference source not
found.(c). After four seconds, the adjustable parameters optimized by both methods approach their
target values rapidly.

It can be seen from Error! Reference source not found. that there is no obvious difference in the
transition times obtained by the two optimization methods, and the variation trends of the
performance parameters, except for the SM, and the Ma,,, are very similar. Because before two
seconds, the value of 4, optimized by COM is relatively small, which makes the engine’s flow
capacity weaker, and thus the SM, and Ma,, are also smaller. Although in the early stage of the
deceleration process, the SM; obtained by COD is smaller, it does not approach its limit value, so it
will not cause obvious adverse effects on the safety of the engine. In addition, in the early stage of the
deceleration process, the Ma,, obtained by POM reaches its limit value, which makes the duct
operate under its working boundary. It is evident that COM can balance the working conditions of
the fan and duct components effectively.

In conclusion, during the acceleration and deceleration processes, there is always a situation
where the performance parameters optimized by POM touch the limit values, while the parameters
optimized by COM are still far from the limit boundaries, as shown in Error! Reference source not
found.(e) and Error! Reference source not found.(h). This is due to the fact that POM fully exploits
the performance of the engine at each time step in order to minimize the acceleration time, but it also
causes some engine components to operate under extreme conditions. However, COM is restricted
by the change rate constraints of the control points of geometrically adjustable parameters and cannot
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adjust the geometrically adjustable parameters arbitrarily. It can not only suppress the fluctuation of
the control schedules but also prevent some components from getting too close to their working

boundaries.
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Figure 11. Variation trends of adjustable parameters in the deceleration process.
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Figure 12. Variation trends of performance parameters in the deceleration process.

5. Conclusion

In this paper, a combined optimization method for the transition control schedules of aero-
engines was proposed. This method integrates the traditional pointwise optimization method into
the global optimization method. In addition, the problem of a large number of control points that
needed to be optimized in global optimization methods was solved. The research results showed
that:

(1) Compared with the fuel flow rate, geometrically adjustable parameters have a relatively
minor impact on the transition process. Moreover, there exists a coupling relationship among
geometrically adjustable parameters. That is, different combinations of these parameters can achieve
the same control effect. This is the main reason why geometrically adjustable parameters obtained by
traditional optimization methods tend to fluctuate. This is also the reason why the transition time
does not change significantly after the smoothing technologies are applied to the control schedules.
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(2) In the global optimization layer of the combined optimization method, the number of control
points has no obvious impact on the transition time. The fewer the number of control points, the more
beneficial it is not only for reducing the optimization time but also for avoiding fluctuations in the
control schedules.

(3) There is no significant difference in the transition time optimized by the combined
optimization method and the pointwise optimization method. However, the control schedules
obtained by the combined optimization method are not only free from fluctuations but also simple,
making them highly applicable in engineering.

(4) Constrained by change rate constraints of the control points of geometrically adjustable
parameters, the combined optimization method cannot adjust the geometrically adjustable
parameters arbitrarily. This enables the optimized control schedules to prevent some components
from getting too close to their working boundaries, thus enhancing the safety of the engine during
the transition process.

In future research, the combined optimization method can be applied to new-concept engines
with more adjustable parameters, thus further verifying the effectiveness of this method.
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