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† http://distributedcomputingsystems.co.uk, Version 1.4. 

Abstract: This paper describes the E-Sense Artificial Intelligence system. It comprises of a memory 
model with 2 levels of information and then a more neural layer above that. The lower memory level 
stores source data in a Markov (n-gram) structure that is unweighted. Then a middle ontology level 
is created from a further 3 aggregating phases that may be deductive. Each phase re-structures from 
an ensemble to a tree, where the information transposition is from horizontal set-based sequences 
into more vertical, typed-based clusters. The base memory is essentially neutral, but bias can be 
added to any of the levels through associative networks. The success of the ontology typing is open 
to question, but results suggested related associations more than direct ones. The third level is more 
functional, where each function can represent a subset of the base data and learn how to transpose 
across it. The functional structures are shown to be quite orthogonal, or separate and are made from 
nodes with a progressive type of capability, including unordered to ordered. Comparisons with the 
columnar structure of the neural cortex can be made and the idea of ordinal learning, or just learning 
relative positions, is introduced. While this is still a work in progress, it offers a different architecture 
to the current frontier models and is probably one of the most biologically-inspired designs. 

Keywords: brain model; memory model; neural model; cortex; statistical clustering 
 

1. Introduction 

Artificial Intelligence is now at the apex of Computer Science. With advancements in pattern 
recognition and learning [27,32,35,38,45] and recently in prediction [43,44,49,61], the systems can 
perform many specific tasks as well as humans. Improvements in computing power and automated 
learning (for example, [16,34]) have also contributed. If the final bastions of reasoning and 
understanding can be mastered, then AI systems may well challenge humans in a general sense. 
However, the proponents are quick to point out that the systems are still mostly statistical, even 
though a new property of emergence has been realised in the very large distributed systems (Large 
Language Models [44]) that is not statistically predictable. While the path to success seems clear, there 
are still some hurdles and the problems that autonomous vehicles [13] have could be an example of 
this. Researchers are always inventing new ways to do things and this paper offers a different 
architecture to the established theory that may be able to complement the existing systems. 

The new system is called E-Sense (Electronic Sense, or Essence) and it is a whole-brain cognitive 
model. It comprises of a memory model with 2 levels of information and then a more neural layer 
above that. See Figure 2, Section 4.1, later. The lower memory level stores source data in a Markov 
(n-gram) [14] structure that is unweighted. In a spatial sense, this would still mean that similar 
patterns would be clustered together. Then a middle ontology level is created from a further 3 phases 
of aggregating source information. Each phase re-structures from an ensemble to a tree, where the 
information transposition is from horizontal set-based sequences into more vertical, typed-based 
clusters [18]. In this model, ‘type’ means converting the text from word clusters that make up a 
sentence to word clusters that are shared between sentences. It is probably a level below symbolic 
understanding and is based more on context or use. The potential of it is described in Section 4 and 
the Appendix A examples. The design and implementation of the model is an extension of the 
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author’s earlier publications. For example, exactly how the information transposition for the ontology 
should be done is an open question, but the philosophy behind it is consistent with earlier work. The 
base memory is essentially neutral, where any weighted constraints or preferences should be stored 
in the calling module. This would allow different weight sets to be imposed on the same linked 
structures, for example, or bias could be added using associative networks (see Section 4.4). The third 
level is more functional, where each function can represent a subset of the base data and learn how 
to transpose across it. The functional structures are shown to be quite orthogonal, or separate and are 
made from nodes with a progressive type of capability, from unordered to ordered. This was a 
surprising result that is described further in Section 5. Comparisons with the columnar structure of 
the neural cortex can even be made. 

E-Sense is more biologically inspired, which could add flexibility, thus allowing it to be more 
generic. It also appears to be more sensitive to the data, allowing it to learn from smaller amounts. 
Current systems rely on large amounts of data to build-up a reliable picture. They can also be 
sensitive to parameter values and not always return the same result. E-Sense is less random and 
requires less fine-tuning. However, the proposed system is nowhere near as accurate, and it is not 
known if adding more data will make it more accurate, or how it will manage conflicts in larger 
corpuses. New algorithms have resulted from the design that do not appear to be part of current 
systems. Thus, these types of algorithms are not found in the mostly statistical and formulaic 
solutions, but maybe require more algorithmic solutions instead. For example, self-organising 
systems can suffer from a problem of data order, relying heavily on the order of the input. This is the 
case with the Frequency Grid [23] used in E-Sense and is apparent in some neural networks, or even 
LLM’s. Typing is also typically not considered, maybe requiring a neuro-symbolic [58] approach. 
Having an unweighted Markov model is also novel. The brain cannot be heavily weighted and so 
one solution may be to make the design more orthogonal. This architecture could even go back to the 
on/off firing of the original neuron designs. But ultimately, structure is required for useful content 
and so bias must be added at some point. This is only a first implementation of the model and any 
proof that it can improve the performance of current systems is not available. But it has some 
interesting biological comparisons that may be able to give different views of the data. Direct 
comparisons with the real human brain are made throughout the paper, where previous work by the 
author includes [18,19,24]. 

The rest of the paper is organised as follows: Section 2 briefly introduces the original model 
again and Section 3 gives some related work. Section 4 describes the new memory model and then 
Section 5 introduces the new upper neural level. Section 6 introduces the ordinal learning algorithm 
and Section 7 then gives some preliminary test results for the two main algorithms. Section 8 makes 
comparisons with purely biological concepts, while Section 9 gives some conclusions on the work. 

2. The Original Cognitive Architecture 

The original architecture [24], is shown in Figure 1. The design began with the idea that neural 
networks with their ‘single function’ are not flexible enough to design complex brain processes. Thus, 
local links, such as those produced by Stigmergy [17,11], were preferred. Then, to convert the local 
structures into higher-level knowledge required merging and aggregating them. This resulted in 3 
levels of increasing complexity, as shown. The lower-level created structures from local links and 
tried to optimise that. The middle-level aggregated the lower-level structures, to give knowledge 
about best values, or if any actually exist. The upper-level aggregated single concepts into more 
complex ones, thus producing higher-level knowledge. There was also an idea that one complex 
concept would trigger another one, as part of thinking. 
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Figure 1. The original 3-Level Cognitive Model [24] with a related ontology. Stigmergic linking at the base passes 
information to an aggregating layer for best values, that passes information to a clustering layer for more 
complex concepts. 

Section 4 describes that these levels now form the basis for the new memory and neural models. 
An external ontology [26] was also part of the original design and that is now integrated as the new 
middle level. The memory model uses a statistical clustering process, rather than semantics and rules, 
however. The author supposes that this effect is covered in modern AI programs by using Word 
Vector models [43], for example. Fully-connected neuron structures are central to some themes in the 
system, where this idea is quite common (for example, [1,29] and some of the author’s earlier papers). 

3. Related Work 

There are a few notable AI systems that already produce human-like results, where most 
systems would claim to represent one or more parts of the human brain. In-line with the author’s 
theory, the review paper [50] describes that cognition calls for a mechanistic explanation, where 
intelligence may depend on specific structural and functional features in the brain. It gives an 
overview on what types of neural network are used to model which parts of the brain. For example, 
auto-associative networks have been used to model the cortical regions [58], while feedforward 
networks have modelled memory or vision. No network type has modelled the whole brain however, 
probably because of their fixed structures. The paper [41] also describes modular networks for 
modelling the human brain. For this task, ‘heavy-tailed’ connectivity becomes important and several 
papers have discovered this phenomenon when mathematically modelling the neural connectivity 
(for example, [40,52]). With heavy-tailed connectivity, synaptic connectivity is concentrated among a 
select few pairs of neurons that are attractors. This results in a sparse network of strong connections 
dominating over other interactions. The paper [40] has shown that they can occur simply through a 
mixture of Hebbian and random dynamics, or the preferential attachment model [3]. The paper [52] 
studied how different rewiring functions would affect the resulting structure that was generated. 
They observed that random structural connectivity was reshaped by ‘ordered’ functional 
connectivity towards a modular topology, which also indicates synchronous firing patterns. One 
example was that rewiring peripheral nodes inside a module was homogeneous, with high 
synchrony and low-dimensional chaotic dynamics. On the other hand, central hub nodes connected 
with other modules, exhibited unsynchronized, high-dimensional stochastic dynamics. To reduce 
chaotic activity and energy therefore, it makes sense that between-module interaction would occur 
through a select number of key nodes only. 
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The paper [55] describes a model of the Hippocampus that uses auto-associative networks with 
generative learning. It describes how episodic memory is constructive, rather than the retrieval of a 
copy. But it needs the resource of semantic memory, from the neocortex, which is factual knowledge. 
They used a modern Hopfield network, where feature units activated by an event were bound 
together by a memory unit. The two layers here, binding features, is considered in Section 5, for 
example. The generative networks were implemented as variational autoencoders [34], which are 
autoencoders with special properties, so that the most compressed layer represents a set of latent 
variables. These variables can be thought of as hidden factors behind the observed data and can be 
used to re-create the data again. The paper [58] considered if an auto-associative network can 
accurately model the cortical region. It considered the different levels in the cortex [46,28] and the 
different types of connection and function in those levels. The conclusion was that an auto-associative 
network has sufficient capacity to be used as a memory model, but may require the addition of these 
other factors. Since then, the creation of modern Hopfield networks [36] has shown that this type of 
network can have sufficient capacity in general, but needs multi-dimensional functions. Gestalt 
theory has been mentioned before [23]. With Gestalt psychology, objects are seen independently of 
their separate pieces. The booklet [5] gives a formal description of the theory and a mathematical 
proof that links the psychology theories of memory span [42,6] and duality [51]. The relation to 
Gestalt theory is discussed in Section 8.1. 

3.1. State-Of-The-Art in AI 

Deep Neural Networks [32,35,38] probably kicked the current revolution off, but other notable 
successes would include Decision Trees [27], for example. Category Trees [21] might be an interesting 
alternative. Deep Learning [45] then combined Deep Neural Networks with Reinforcement Learning. 
It can automatically learn features from the data, which makes it well-suited for tasks like object 
classification and speech recognition. DeepMind (the company behind deep learning) introduced 
neural Turing machines (neural networks that can access external memory like a conventional Turing 
machine), resulting in a computer that loosely resembles short-term memory in the human brain. The 
model [45] used a convolutional neural network, which is organized similarly to the human visual 
cortex. The advantage of this kind of network is that the system can pick out particular features from 
the data, automatically. It is then able to comb through massive amounts of data and identify repeated 
patterns that can be used to create rules and processes. The general architecture means that 
DeepMind’s algorithms have taught themselves to play Atari games and beat the best humans in Go 
or Chess. DeepMind has since moved on to tackling more and more real-world problems, such as 
unravelling the likely structures of Proteins. Then recently, Large Language Models [44], such as 
OpenAI’s ChatGPT and Chat-GPT4 [49] have advanced the state-of-the-art again. Some argue that 
GPT4 already exhibits a level of Artificial General Intelligence, maybe because of the emergence 
property. These systems can make use of Word Vector models [43] and Transformers [61], to predict 
what comes next in a sequence, rather like an n-gram [4,14] for text. They can be trained on a large 
corpus of data but are then able to create answers for any type of question, even ones not known 
about. They can use the same process to manage images, mathematical equations and even computer 
code. The discovery of transformers allowed them to predict to a level not encountered before and 
together with deep learning, huge distributed models with billions of nodes can be built. But even 
with all the recent advances, some papers show that there can still be problems, even with benchmark 
datasets [10,33,48]. The ARC prize [2] has been designed, specifically to highlight where the current 
systems do not perform well, described as follows: 

• Symbolic interpretation: AI struggles to assign semantic significance to symbols, instead focusing 
on shallow comparisons like symmetry checks. 

• Compositional reasoning: AI falters when it needs to apply multiple interacting rules 
simultaneously. 

• Contextual rule application: Systems fail to apply rules differently based on complex contexts, 
often fixating on surface-level patterns. 
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E-Sense is not yet at a level where it can address these challenges. New solutions would also 
want to make the models more economic and reduce their reliability on data. 

3.2. Alternative Models 

Other designs are described in [39], where one option, used in SPAUN [12], was to transform an 
ensemble mass into a vector-style structure, with weighted sets of features. SPAUN is one of the most 
realistic brain model designs and used spiking neurons, but context is still a problem. This is also 
clear in one of the original designs called SOAR [37]. That system adhered strictly to Newell and 
Simon’s physical symbol system hypothesis [47], which states that symbolic processing is a necessary 
and sufficient condition for intelligent behaviour. SOAR exploited symbolic representations of 
knowledge (called chunks) and used pattern matching to select relevant knowledge elements. 
Basically, where a production matched the contents of declarative (working) memory the rule fired 
and then the content from the declarative memory was retrieved. SOAR suffers from problems of 
memory size and heterogeneity. There is also the problem that production rules are not general 
knowledge but are specific and so there is still not a sufficient understanding at the symbolic level. 
IBM’s Watson [30] is also declarative, using NLP and relies on the cross-referencing of many heuristic 
results (hyperheuristics) to obtain intelligent results. Context is a key feature of the Watson system 
however. A recent paper [62] describes a process for recognising ‘relation patterns’ between objects. 
Humans acquire abstract concepts from limited knowledge, not the massive databases that current 
systems use. Their relational bottleneck principle suggests that by restricting information processing 
to focus only on relations, it will encourage abstract symbol-like mechanisms to emerge in neural 
networks and they suggest a neuro-symbolic [53] approach. They argue that an inductive process can 
be used to learn a relation like ‘ABA’, where A or B can then be anything. The symbolic and 
connectionist approaches can be reconciled to focus on relations between objects rather than the 
attributes of individual objects. They propose to use inner products, which naturally capture a notion 
of relations. A ‘small changes’ theory is part of this paper’s model, described later in Section 5.2. Also 
to be noted for the idea of massive overlap is the ‘Thousand Brains Theory’ [28]. 

A good organisation ability may be an inherent property of humans, or even the animal kingdom 
and would be something that can be improved in the current systems. This is discussed further in 
Section 6. The paper [31] suggests a theoretical framework that would try to convert the fixed neural 
network architecture into one that can represent images in more abstract part-whole hierarchies. It is 
something that humans do, but neural networks cannot currently do. This is quoted in [15] that again 
proposes a vector model along with the image parts. The paper [56] used statistical mechanics to try 
to explain some of the mechanisms that occur in the biological brain. They then showed how their 
results suggest a thermodynamic limit to the neural activity, but have no definite explanation of why, 
and this limit suggests a boundary. They also noted that the brain is a nonequilibrium system and 
asked the question of how it then obtains equilibrium. Most of these papers consider the brain activity 
to be more entropic than local. The paper [9] is very mathematical, but it might give a solution to the 
problem of these looser constructs. It proposes to use sheaves and writes about unary and binary 
typing’s. Rather than global, they argue that time can be constructed, like local events, when it might 
also be thought of as an ordering. 

4. The Memory Model 

The original cognitive model was based on a 3-level architecture of increasing complexity, which 
included an external ontology that would be available to all the levels. Ontologies [26] describe the 
relations between concepts in a very structured and formal way. They are themselves high-level 
structures and it is not clear how they could be built simply from statistical processes. The ontology 
of this model is therefore not at that level, but instead, it provides a looser clustering of concepts. 

4.1. Memory Model Levels 
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Aligned with the cognitive model, the memory part is implemented in two lower levels, with 
some referencing in the upper neural level. It is thought that memory is stored in all parts of the 
human brain. The 3 memory levels are therefore as follows, also shown in Figure 2: 

(1) The lowest level is an n-gram structure that is sets of links only, between every source concept 
that has been stored. The links describe any possible routes through the source concept 
sequences, but are unweighted. 

(2) The middle level is an ontology that aggregates the source data through 3 phases and this 
converts it from set-based sequences into type-based clusters. 

(3) The upper level is a combination of the functional properties of the brain, with whatever input 
and resulting conversions they produce, being stored in the same memory substrate. 

 
Figure 2. The new 3-Level Cognitive Model. A lower level, links source concepts and optimises storage. A middle 
level aggregates source sequences into ontology relations and an upper level provides discrete functions on the 
data. 

It may be that the first 2 levels can be made from simpler structures, in the sense that it does not 
have to be functional. For example, the paper [18] describes that more recently, the perineuronal 
network [59] has received a lot of attention and may be a sort of simpler memory substrate. An earlier 
paper [19] described the types of knowledge transitions that may occur. If using a classification of 
experience-based or knowledge-based information, then experience-based information is dynamic 
and derived from the use of the system. Knowledge-based information is static and built from the 
experiences. That paper described that the transitions in the cognitive model may be: 

1. Experience to knowledge. 
2. Knowledge to knowledge. 
3. Knowledge to experience. 

If looking at the new Figure 2 design, then from the top level to the bottom level we get these 
transitions again. The two outer-most layers would be the sensory input (lower level) or the cortical 
columns (upper level) and would be experience-based. Then between them are transitions into and 
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out of knowledge. At least 1 time-based layer needs to be added to this region, which will be 
considered in future work. The paper [50] does not note auto-associative networks as being whole-
brain models, but the new cognitive model could be seen as an auto-associative one, where the 
middle knowledge-based level would represent compressed knowledge variables. The knowledge-
to-knowledge transition would be between the middle and upper levels, but currently, that 
information flow is not implemented. It is also shown that knowledge is stored in tree-like structures, 
while experience is stored in ensemble-like structures. The upper-level ‘ensemble to tree’ is reversed 
in the middle level. 

4.2. Lower Memory Level 

In the model, the lowest level is an n-gram, where each node contains links to each possible next 
node. Thus, tracing through these links can return different sequences, but to provide some direction, 
possibly a 5-gram needs to be used. It is also possible to note start or end nodes in a sequence, to help 
with defining the sequences better. The database structure is appealing because it is very compact, 
but while it works well for most of the time, it may not always return every sequence, exactly as it 
was entered. Unlike neural representations however, this structure does not have to be weighted. A 
link between nodes in a region is noted only once, no matter how often it occurs during the input. 
The structure therefore only stores equal possibilities, where preferences or weighted choices would 
have to be transferred over to a calling module. To make it more accurate however, it can be combined 
with an associative network that can recognise specific sequences, where that would introduce a 
certain amount of bias. If the n-gram is sufficient, then the theory would state that a Markov process 
may be sufficient to describe a Gestalt process. This is discussed further in Section 8. 

4.3. Middle Ontology Level 

The middle ontology level uses transitions from ensemble to tree, where the final trees look more 
like single vector lists. While the ontology is still a low-level structure, the type conversion introduces 
a small amount of knowledge that a search process can make use of. The merging process is novel 
and produces types of relations. While the lower-level database can be described by an n-gram, the 
middle ontology level is more complicated. It makes use of the Frequency Grid [23] to generate 
clusters, but there would be more than 1 way to implement the aggregation process. The author has 
chosen a version that prunes the most nodes from the result, to save on time and resources. This 
means that a text document the size of a book may return at the top ontology tree, only a few words 
clustered together (see Appendix A), but as the search could move back down the structure to the 
lower levels, it will be able to discover most of the text from linking horizontally there. The transitions 
may be quite small however, where most changes take place during the early phases. 

4.4. Unit of Work 

A ‘unit of work’ structure has been suggested in earlier papers, for example [19] (Section 3), and 
also the related ensemble-hierarchy [23]. A unit of work is a group of neurons that are inter-linked 
and fire as a single unit. The unit then links with other units. Thus, a single neuron is converted into 
a more complex assembly. The intention of the ensemble-hierarchy structure was to make the signal 
it produces more distinct, where the hierarchy provides structure and would fire with the ensemble, 
giving it that extra definition, rather like an action potential. In the new model it can take different 
forms, depending on the functional level. In the middle ontology level, it is an ensemble-tree, for 
filtering purposes only. In the bottom memory level, the sequences can be combined with an auto-
associative network, which would be able to recognise when a sequence represents something. In this 
design, it is interesting that the base ensemble would store the ordering for the recognised object, 
while the associative network only recognises it as a whole concept. With a myriad of possibilities, 
this could still be very useful and is probably what Transformers [61] over the LLMs do in modern 
systems. There are some indications that base level associative networks could work and the author 
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is confident that they will be part of the final architecture. A similar type of structure has also been 
suggested for the upper neural level, as part of another research. This considered contributions from 
Kolmogorov and Shannon. Shannon based his Information Theory [54] on Entropy and a Markov 
model. Kolmogorov Complexity theory ([7], chapter 7) states that the shortest sequence is the most 
likely, and therefore the best. This is also known as Occam’s Razor. Combining these gave rise to a 
related design in [20], where in this case, the hierarchy would be Shannon loops, which represent 
repeating functional acts that extend from base Kolmogorov sequences, intended to get an entity from 
A to B in the most economical way. 

5. The Neural Level 

The neural level is the top level of the design and contains more cognitive or functional units. 
There are to be 2 different types of neural level in the final model – one is interested in cognitive 
processes that may be described by a Cognitive Process Language [22], while the other is more 
interested in logical processes (for example, [19] and the related papers). This paper deals only with 
the logical neural model, which comprises of functions that operate on the source data of the lower 
level. It does not follow-on from the middle ontology, but is separate from it, although in theory, it 
would query the ontology if needed. A typical definition of a function is something that maps a set 
of input values to a set of output values. It may do this by generating the output, or if the output 
already exists, then it is a selection process. If it can make use of existing output, then the function 
reduces to something more like a constraint, with a description like - a function in some cases, may 
be seen as something that reduces the possibilities for the next step. As the following sections 
describe, the neural level now looks quite a lot like the cortical regions in the human brain. 

5.1. Function Identity 

If there are lots of functions in the neural level, then they want to be recognised and made 
distinct. One option is to consider every node in the function and comparing this between functions 
would probably produce differences. Another option may be to consider only a set of base ‘marker’ 
nodes, when the rest of the function can be built on-top of these. In fact, these key nodes can become 
an index set that should be found first in the source data and then a larger set of vector values, 
representing the whole function, can be searched for. This is in fact what modern search engines do 
[8]. The index set could also help with maintenance. It could be checked for first, to see if some process 
returns the same index key. If not, then it is likely that something has changed in the base data, linked 
to by the function, where further processes would need to determine what to do. 

5.2. Function Structure 

A function is therefore based on an ensemble of these index nodes, each with a set of index 
values. Each node then links to a larger set of vector values that represent a feature in the function. 
Each index node matches with 1 or 2 n-gram sequences from the lower-level database and it also 
stores the relative position(s) of the sequence(s), so that the correct ordering can be re-constructed 
from values that may be arbitrarily ordered as input. The operation might again be relational, but 
again in an open sense, where different data can match with the template. Thus, the functions 
described here are primarily for recognising order and are not even fully logical. Each function part, 
in fact, resembles quite closely, the Symbolic Neural Network that was written about in [25]. The 
index values are quite orthogonal, or do not overlap very much. The features, as whole sets, are 
mostly unique as well, but some index nodes can share the same feature set. There could thus be 
closures at both the top and bottom of this structure. This type of structure was shown in [25] to be 
able to filter-out noise quite well, for example. Both the most commonly occurring terms and the least 
commonly occurring terms are stored in a feature for a sequence. The most common allow potential 
matches with the sequence to be found in a larger database. Then the least common allow this 
potential set to be filtered further. A group of the SNNs are stored in an ‘Ordinator,’ which is really 
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the whole function for a particular operation. Because there is a lot of overlap in the results returned 
from each SNN, this produces only small changes in the statistical result, but usually, any changes 
then need to be included. When building the structure, some weighted components might be used, 
but when using the structure afterwards, it is mostly an un-weighted process. There might be some 
frequency counts, but not much else. It is probably the case that the orthogonal nature of the structure 
reduces the need for weights. 

5.3. Index Types 

The process of creating the index nodes and related vectors seems to have produced 3 different 
types. While it was not the case every time, a clear pattern of 3 distinct types emerged. One type may 
have a longer list of index terms but no related feature set. The other 2 had both index terms and 
related feature sets, but differ as explained next. These types map quite closely to known neuron 
types, as follows: 

• Unipolar Type: this has a list of index terms that is generally a bit longer and is unordered. It can 
be matched with any sequence in the input set, but to only 1 sequence. 

• Bipolar Type: this has a list of index terms and a related feature set. The index terms should be 
matched to only 1 sequence and some of the feature values should also match with that 
sequence. This matching should be in order however, where the order in the feature should be 
repeated in the sequence. Then the rest of the feature values can match with any other sequence 
and in any order. 

• Pyramidal Type: this has a list of index terms and a related feature set. The index terms however 
are split over 2 specific sequences. Both the index terms and the related feature set should match 
with 2 specific sequences and the matching should be ordered in both. 

There is thus a very interesting progression through the 3 types and suggests a progression in 
functionality as well. While the index structure maps to these neuron types, it could also be used to 
create more columnar structures. It would make quite a good basis for the neocortex columns [46,28], 
for example, with a columnar unit comprising an index node and feature set, and the index nodes 
would also have horizontal connections. This would occur in Figure 2, in the top neural level. 

6. Ordinal Learning 

The author would like to introduce the idea of Ordinal Learning. It is being given a specific 
name, because current methods do not appear to do it. It is not a sorting algorithm and it is not an 
optimisation algorithm. The ordinal learner can produce order from chaos, for example, or ‘sort 
things out.’ It is maybe more algorithmic than functional. Ordinal learning is concerned with re-
creating the order of sequences it was trained with. But in this case, it can also interpret for previously 
unknown input that is statistically close to what it was trained with. Having a sense of order may be 
deeply inherent in animals, even insects. The papers [40,41], for example, map the neural connectome 
for some animals and the heavy tails that separate the network into modules are described. The brain 
is also thought to have a scheduling functionality at the top of the cortex, probably to perform such 
tasks. Neural networks are able to interpret what a pattern is with some missing information, but do 
not typically re-order the information that is presented. Although, a second network or module might 
learn pattern ordering, for example. Large language models also predict across a known sequence 
but would not intuitively know how to change a faulty sequence order. A change in the sequence 
order would lead to a change in the question and thus prediction. But this is still a common 
algorithmic problem with many solutions already. It could probably be solved in a few lines of code 
in many cases, and so it remains to be seen if the much more complicated method of this paper is 
more useful. 

The following is very hypothetical, but gives the ordinator a biological base. The Ordinator could 
use something like a heavy-tailed neuron at each ordinal position. Thus, while heavy-tailed neurons 
are due to a preferential attachment or rich-get-richer mechanism [40], they would now have a 
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particular function as well, that is to order the surrounding neurons. The ordinator would use these 
neurons to place the sequence of another neuron into that ordinal position. There would then be a 
vote from each ordinator node, to claim their position for the neuron, where the most connections 
would dominate. But this is still a statistical process, where if the train example is missing, the 
sequence with the closest statistical match will be selected instead. A schematic of the ordinator is 
given in Figure 3. The system would firstly create and store the feature network for the learned 
positions. This is the node types described in Section 5.3. Then, new input sets can match with it. 
There is a hierarchical path leading to each of the ordinator position nodes. It is not clear what exactly 
should be in the path, but the 2 positions from the neuron types and maybe the context of the query 
would be possible. Then, query answers that result in sequences being selected for either position 1 
or 2 can be added, or in a simpler model, they could be simply linked with the position itself. A 
majority vote can then be done and would resemble the neurons competing for their position. 

 

Figure 3. Schematic of the Ordinator function with 3 positions (red, blue, green). The larger structures analogy 
is heavy-tailed neurons and the smaller ones are (binary) feature sets. If red is also a feature type, then matching 
with those feature sets will link it with relative position 1 in the ordinator template. The most links with this 
position will assign that position to the input node. 

7. Algorithm Testing 

The two main algorithms that have been described have undergone some preliminary testing, 
where the results are presented here. 

7.1. Ontology Tests 

A computer program has been written in Java that implements the two memory-model levels, 
for basic testing. Before the text was processed, a list of over 120 common words were removed, along 
with any punctuation. Words like ‘and’, ‘it’, or ‘a’ were not included in the text, for example. The 
success of a test was measured rather arbitrarily, by judging if the words in a cluster had some 
relation. The author has judged that this is often the case. Each result was from clustering only on a 
single document however. It is even more difficult to judge how accurate the clusters are when texts 
are combined, which will be future work. Two tests were carried out. The first was simply to show 
that the program recognises word groups that occur more often. The second applied the clustering 
to some classic texts that are not particularly tuned to the problem. 
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7.1.1. Statistical Counting 

A small text file was tested to try to determine more exactly, what the algorithm is clustering. In 
the file, some animal names occurred more often than others. For example, the file had repeating 
sequences with shared names, such as: 

dog cat horse zebra. 
dog cat giraffe lion wolf elephant. 
dog cat horse zebra. 
dog cat giraffe lion wolf elephant. … 

The result was ‘dog’ and ‘cat’ being recognised as a cluster and the only cluster. Thus, it appears 
that the algorithm recognises this statistical variation. 

7.1.2. Classic Texts 

Appendix A lists some well-known texts [57], together with the final upper ontology sets that 
the program produced. The author hopes that it is possible to see how some level of real meaning has 
been derived from the statistical process. Some clusters were more obvious than others and it is very 
much a work in progress. The middle ontology level simply had more clusters than the upper level 
and some of them were then removed in the upper level, rather than clusters being merged multiple 
times. This is probably to be expected if the cluster values occur only once, when there is little 
opportunity to merge values after that. One problem that has occurred with the frequency grid is 
when 2 or more smaller clusters are joined together. This can result in a single cluster with apparently 
2 or more meanings. This also occurred in some of the final upper ontology clusters. Rather than the 
program recognising associated antonyms, or something like that, it may have incorrectly combined 
2 lower-level clusters somewhere, so this is a minor problem to be solved. It however becomes an 
interesting feature when constructing the neural level, with binary neurons, which is described in 
Section 5. 

The resulting upper-level structures were vectors rather than trees. One test processed the story 
‘The Wonderful Wizard of Oz’, where 4 of the clusters selected a total of 8 words. The text was also 
run through a skipgram word vector [63] and then the 5 most common associations with these 8 
words was determined. These two cluster sets are listed in Table 1, as follows: 

Table 1. E-Sense Typing and Word Vector clusters for ‘The Wonderful Wizard of Oz’. 

E-Sense Typing Type Clusters 

dorothy 

asked, came, see 

city, emerald 

great, oz 

Word2Vec Type Word Associations 

dorothy dorothy, back, over, scarecrow, girl 

asked asked, cowardly, sorrowfully, promised, courage 

came came, next, morning, flew, carried 

see see, lived, away, many, people 

city city, emerald, brick, streets, led 

emerald emerald, brick, city, streets, gates 

great great, room, throne, head, terrible 

oz oz, throne, room, heart, tell 
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Trying to interpret the type clusters from E-Sense: the cluster ‘asked’, ‘came’, ‘see’ could be about 
the journey of discovery, for example. Or one cluster associate’s ‘Oz’ with ‘great’. This may have 
originated from an association with the word ‘wizard’. The word vector does not convey the same 
meaning, but is context free and clusters sequentially related terms. E-Sense has maybe displayed 
some deduction, but still context free in the LLM sense. The learned part is really the pivot1, not the 
deduction and would allow ‘any’ matching sequences to be compared and make use of the cluster 
information. Because it is statistically more prominent, it could also form a basis for trees. For 
example, the wizard is from Oz and great, but the relation describes that anything that links with it, 
might be from Oz and great. Or if sequences with ‘came’, ‘asked’ or ‘see’ are found, then a journey 
context can be compared with something else. The same test was carried out on the ‘Romeo and Juliet’ 
story, with the results shown in Table 2. The word ‘O’ was not recognised by Word2Vec and so ‘thou’ 
has been displayed instead. 

Table 2. E-Sense Typing and Word Vector clusters for ‘Romeo and Juliet’. 

E-Sense Typing Type Clusters 

love, o, thy 

romeo, shall 

death, eye, hath 

Word2Vec Type Word Associations 

thou thou, art, wilt, thy, hast 

love love, art, wit, thou, fortunes 

thy thy, thou, tybalt, dead, husband 

romeo romeo, slain, thou, hes, art 

shall shall, thou, till, art, such 

death death, romeo, slain, tybalt, thy 

eye eye, hoar, sometime, dreams, ladies 

hath hath, husband, slain, tybalt, dead 

‘Romeo and Juliet’ produced less obvious relations, but the Word2Vec clusters are not easy to 
understand either. With E-Sense, the relation ‘love’, ‘O’ and ‘thy’ could be associated with different 
characters and may be about emotion. The relation ‘romeo’ and ‘shall’ suggests deliberation, so can 
other deliberators be related with Romeo? The results therefore suggest that some hidden meaning, 
even if very basic, has been derived and can be applied to any matching sequences. So, this may 
loosely be called an ontology, but one that can then be used more openly. Also, it would not have to 
replace a word vector, but could be used with it. The clusters are also local to the document, where a 
different document might not make these associations. Thus, it may be the case that each document 
learns its’ own small ontology and then these can be linked together horizontally. Or possibly if the 
word association exists more often, then it may be applicable in a global sense. Global relations would 
get pushed down vertically, but keep links with their original structures. So, the final architecture 
could be local, or a global and weighted semantic net, for example, or a combination of both. 

7.2. Ordinal Tests 

The ordinal learning process has also been implemented in Java code, for basic testing purposes. 
The code is in no way optimised and it could take minutes to learn the ordering for a 3K document 
(40 sentences) on a standard laptop. The learned structures were also much larger in size, than the 
raw data, but the intention is that they now contain knowledge and can be re-used. Also, the amount 
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of train data is quite small and so it appears to be able to use the data quite efficiently. The process 
comprises lots of smaller separate algorithms and so it is likely that it could be parallelised. A train 
text document can be read and stored in a source (lower level) database. It can then be queried for 
information about the main concepts in it. In fact, an ensemble approach is required, but the process 
is mostly automatic. A bag-of-words, for example, can determine the main terms in the document 
and so queries can be run to retrieve the related sequences and build the logic structures. But the 
process is also recursively repeated for each query, with results from that query. Thus, lots of the 
results are mostly the same. The index values are also part of the feature vectors and so a structure 
representing this would probably be quite self-contained. The frequency grid relies on the order of 
the input data rows, as do some neural networks, but this recursive method seems to solve that issue. 
After the ordinator has been created, a different test document can be loaded, or the same train 
document can be used to test it as well. There is no specific ordering in the base database for a whole 
document, and so the retrieval of sequences from the database will not be in the original document 
order. The purpose of the function is to recognise this order again. It therefore tries to match with the 
source data and then sort that into the ordering that it has learnt. The ordering is only relative, where 
the number of sequences in the train and test documents can be different. For example, ordinal 
positions of 1 and 2 in the Ordinator simply mean that the sequence in relative position 1 should be 
before the sequence in relative position 2, not that the positions are exactly 1 and 2. 

Appendix B gives the results for some basic tests. Two cooking instruction documents were 
selected. The first train document described how to cook a hard-boiled egg and the second described 
how to make Panna Cotta. If the test document was the same, then the data would be returned 
correctly. For a second test, an ordinator was generated for either train document and then the 
database was changed to one which contained both - a different description of how to cook a hard-
boiled egg and the Panna Cotta description. The egg ordinator was able to select the sequences 
relating to the second description and also place them in order, as shown. The Panna Cotta ordinator 
also performed, as shown. So, while it did perform to 100% accuracy for these two small documents, 
using slightly different words might change the result. The process is more entropic than local 
connections, however and so there would be a balancing act to adding specific rules about something. 
It is also slightly stochastic, but the ensemble training method helps to keep the results mostly the 
same. The distinct concepts in a feature were almost as important. Results also showed however, that 
for larger documents, of even 40 lines or more, some sequences would typically be missed, or not 
even retrieved from the source database. It is therefore unlikely that the process can be used to simply 
rote learn a large corpus of information. But it could be a useful guide and along with search 
processes, sort through information and make some sense of it. There are still options to be tried, to 
make it more accurate. 

8. Some Biological Comparisons 

This section makes comparisons with some purely biological ideas. 

8.1. Gestalt Psychology 

With Gestalt psychology, objects have an ‘other’ interpretation of the sub-features and not just a 
summed whole of them. Gestalt theory makes use of ideas like similarity and proximity (and good 
continuation) to group objects and it believes that the brain has an internal order and structure that 
it places external stimuli into. With the theory, the brain may try to fit the outside world into its 
internal structure, rather than copy the external world exactly. Gestalt theory could be realised in the 
lower model level. Because the links are unbiassed, one interesting aspect of the structure is that it 
may not return exactly what was input, thus satisfying the theory that the whole may be different to 
the parts. Consider this example where the following 2 sentences are added to the lowest-level 
memory: 

The cat sat on the mat and drank some milk. 
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The dog barked at the moon and chased its tail. 

Start words would now include ‘the’ and end words would include ‘milk’ and ‘tail.’ Each word 
in the sequence also has a link to any words that immediately follow it. If, for example, the memory 
system is asked to retrieve a sequence that results in the ‘and’ word being considered, then there are 
two possibilities after that – ‘drank’ or ‘chased.’ Therefore, a question about a dog could retrieve 
either of the following two sentences: 

The dog barked at the moon and chased its tail, or 
The dog barked at the moon and drank some milk. 

If the second sentence was returned, then it would not be violating the memory system and the 
person would probably not have a reason to disbelieve it. If an associative network is to be included 
however, then that will add some stability and bias, but then the second sentence could be seen as a 
new option that might be considered if the learned sentences are not suitable. It might also be argued 
that changing the information in this way is not creative, but simply taking a different route through 
the linked structure. 

8.1.1. Numbers in the Gestalt Process 

As part of the computer model, an n-gram depth in the lower level can add accuracy, requiring 
that several previous concepts are present to establish a sequence, where in fact a 5-gram is currently 
used. The decision to copy 5 tokens in order was a guess, but the number 5 is also important in Gestalt 
theory. Buffart [5] developed a mathematical method to formulate Gestalt theory. The outside or 
environment should contain at least 4 elements. Then, the process requires regularity when 
comparing elements and one of the theorems states that the relations between the elements in one 
event can be interpreted at most in two ways if, and only if, the number of elements in that event is 
at most seven. Moreover, for events with five, six or seven elements the possible interpretations are 
the same. ‘Two interpretations’ is also well known in perception as the duality principle and seven 
minus two is well known in memory and attention research. In his ‘seven minus two and structure’ 
section, Buffart presents a proof that with up to seven materials in focus, each complete structure can 
be described by the combination of at most two complete interpretations. For spans larger than seven, 
at least three interpretations can be required to represent a complete structure. Thus, the numbers 2 
and 5 (to 7) become very important to brain theory. One might consider two to be a stable state, 
allowing a single comparison. Five to seven then relates to structural stability, where less or more 
than this can change the dynamics of what elements are linked together. The n-gram length is 5, but 
could be 7 and the new model process did result in node types, described in Section 5.3, that are either 
unary or binary. Thus, if this is the stable state, the number 3 has also occurred in the paper for more 
dynamic states. A value of 3, for example, would allow something to be rooted (1), while two parts 
are being compared (2 and 3). If the brain likes to synchronise to balanced states, for example, then 
this asynchrony might encourage the system to explore a step further. 

8.2. Cortical Columns 

A comparison with these has been made for the upper functional level, primarily because the 
structure becomes distributed units. This was recognised in the seminal work by Mountcastle [46], 
where the columns are not because of physical boundaries, but because the neurons connect more 
vertically and together, than horizontally. It is only from preliminary results, but the idea of different 
neuron types can be found in Section 5.3. If the vector lists correspond to dendrites, for example, then 
there was either two or one input dendrites. Two separate dendrites would correspond to a 
Pyramidal neuron, for example, discovered by Cajal2. One other version of the dendrites could be 
larger (and unordered). Therefore, maybe this larger vector would represent an attractor for the 
column that would also provide exclusivity of the input signal, against the neighbouring columns. 
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8.3. Animal Brain Function 

This section follows-on from ideas in [18] that describe how cells may have evolved from 
invertebrates to the human brain. Organisation was a key principle there, and also the conversion to 
types. The brain is typed, where even insects like ants can recognise types, but the typing might not 
yet be at the symbolic level. Thus, if traversing through the new cognitive model of Figure 2, the 
middle ontology layer converts from the lower-level ensembles of set-based values to more type-
based vectors. Then, between the middle and upper levels the types can be clustered back again into 
sequences, based on time and use. What if these new clusters are missing some of the sensory 
information? If the cortex is mostly about actions, or how to do something, then it does not require 
additional sensory feedback, which might also help to protect mental states. It would only want to 
know what the objects are and how to use them. So possibly sensory information can remain deeper 
in the brain, where it would also be closer to the senses themselves. Again, if thinking about a 
conscious experience, then it would require the sensory feedback from a whole-brain activation, not 
just local circuits in the cortex. 

8.3.1. Theory of Small Changes 

Thus, a constructive process can be seen in the building of brain structures, but the new structure 
should be added in small amounts each time. If we do not know about a subject for example, then 
the first structures for it should probably contain the basics or fundamentals for the subject. What 
this means is not clear, but possibly, what other concepts link with. If we already have some memory 
about a subject, then we can add to it instead, enriching the information. But the most important 
blocks and a basic structure is added first. Turing [60] wrote about sub-critical and super-critical 
processes that a human brain would recognise more than an animal. But he suggested that single 
events were key and that maybe even the mind had some influence on what gets stored. A mechanical 
process could simply make small changes until enough of them became critical and forced a larger 
change (the single event). But then the mechanical process should not try to store every piece of 
information. Therefore, some type of reinforcement from a more intelligent region that helps to select 
important input could indeed happen. But again, critical selection could result not only from more 
intelligence, but also less emotion, as described in the last section. More basic animals make use of 
memory, recognition and sensory feedback, while more intelligent ones can also manipulate and 
understand better. 

9. Conclusions and Future Work 

This paper describes a first implementation of the 3-level cognitive model, now called E-Sense. 
While it is essentially a computer model, it is based strongly on our understanding of the human 
brain. The new design is really an improved version of the original one. The stigmergic links have 
been replaced by ones that still prefer minimal path distances, for example and so it is really only the 
decay factor that is missing. Averaged values give a sense of what is in the data, which has been 
replaced by minimal type-based relations. Then, higher-level concepts have been replaced by 
functions that process subsets of the underlying data. The 2 memory levels are economic in space and 
can transpose the information into deductive relations. This introduces new knowledge and may in 
fact be helpful to an upper level that wants to know more about objects and the technical ‘how‘. The 
upper level is more neural. Generating it produced a kind of progressive functionality that could be 
loosely mapped to neuron types, or maybe just standard unary and binary operators. Two new 
algorithms have been developed that could enhance modern systems, but maybe require changes to 
the architecture. It might be convenient to look at the whole brain model as auto-associative. The 
bottom memory substrate / sensory level and the cortical levels map to each other through the 
middle-level transpositions. The two views are not the same however and so there is still an economy 
of storage, but the related parts in each map together. 
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A lot of new ideas have been presented and a recurring question is if it might be useful in 
practice. The system is more biologically inspired than most AI systems. This should make it more 
generic, which is a very important point. Condensing information into abstract relational models or 
having clusters with loose boundaries are part of new research, covered in Section 3.2 on alternative 
models. So, this is part of a new research direction. Also, as part of this new research, would be 
compression of memory and symbolic interpretation with the reduced data. The two new algorithms 
that are described could prove to be useful on their own. Current systems do not produce the same 
transitions to use-based types, which is a level below symbolic understanding. This is evidenced by 
the difference between the E-Sense clusters and the word vector clusters. Therefore, any successes 
are likely to produce results that will enhance the knowledge about AI and help with future research. 

There is still a lot of work to be done in all the levels. Some biological analogies have been made 
and while it looks good on paper, it will probably not be as clear in practice. The results are not too 
bad and as the name suggests, they may be more about some type of general understanding, than the 
more direct results that the current systems provide. Some specifics probably need to be added, to 
increase the intelligence level. Considering future work, the source database does not always return 
exactly what was entered, so it would need to be determined if this is critical. Should it return 
everything exactly, or would that require storing the original source as it is? It is a very compact 
structure. Then, there is not a clear progression yet from the middle to the top level. The top level is 
currently created from accessing the source database directly, but middle to top could be included in 
a more dynamic system. Then also, making the system more accurate and useful. 

Appendix A. Upper Ontology Trees for Book Texts 

This appendix lists the upper-level ontology trees that were created for some well-known books. 
The clustering relates to the use of the word. Each row is a child node of the row immediately before 
it, but in fact the row ordering can change. 

The Wonderful Wizard of Oz, L. Frank Baum [57]. 
The upper ontology level reduced the number of clusters from 17 to 9. 

Clusters 

dorothy 

scarecrow  

lion, woodman 

great, oz 

city, emerald 

asked, came, see 

little, out, tin 

again, answered, away, before, down, made, now, shall, toto, up 

back, come, girl, go, green, head, heart, man, one, over, upon, very, witch 

Romeo and Juliet, William Shakespeare [57]. 
The upper ontology level reduced the number of clusters from 17 to 8. 

Clusters 

romeo, shall 

thou 

love, o, thy 
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death, eye, hath 

come, thee  

go, good, here, ill, night, now 

day, give, lady, make, one, out, up, well 

man, more, tybalt 

The Adventures of Sherlock Holmes, Arthur Conan Doyle [57]. 

Clusters 

back, before, came 

down, know 

more, room, think, well 

day, eye, face, found, matter, tell 

upon 

holmes, very 

little, man, now 

one 

away, case, good, heard, house, much, nothing, quite, street, such, through, two, ye 

go, here 

come, hand, over, shall, time 

asked, never 

door, saw 

mr, see 

out, up 

made, way 

Computing Machinery and Intelligence, A.M. Turing [60]. 

Clusters 

answer, computer, man, question, think 

machine 

one 

such 

Appendix B. Documents and Test Results for the Neural-Level Sorting 

This appendix lists the train and test files for testing the ordinal learning. The results of applying 
the ordering to the test files is also shown. 

Train and Test Files 
Train File – Hard-Boiled Egg 
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Place eggs at the bottom of a pot and cover them with cold water.  

Bring the water to a boil, then remove the pot from the heat.  

Let the eggs sit in the hot water until hard-boiled.  

Remove the eggs from the pot and crack them against the counter and peel them with your fingers. 

 

Train File – Panna Cotta 

For the panna cotta, soak the gelatine leaves in a little cold water until soft. 

Place the milk, cream, vanilla pod and seeds and sugar into a pan and bring to a simmer.  

Remove the vanilla pod and discard. 

Squeeze the water out of the gelatine leaves, then add to the pan and take off the heat.  

Stir until the gelatine has dissolved. 

Divide the mixture among four ramekins and leave to cool.  

Place into the fridge for at least an hour, until set. 

For the sauce, place the sugar, water and cherry liqueur into a pan and bring to the boil.  

Reduce the heat and simmer until the sugar has dissolved. 

Take the pan off the heat and add half the raspberries.  

Using a hand blender, blend the sauce until smooth. 

Pass the sauce through a sieve into a bowl and stir in the remaining fruit. 

To serve, turn each panna cotta out onto a serving plate.  

Spoon over the sauce and garnish with a sprig of mint.  

Dust with icing sugar. 

 

Test File – Hard-Boiled Egg and Panna Cotta 

Remove the vanilla pod and discard. 

For the panna cotta, soak the gelatine leaves in a little cold water until soft. 

As soon as they are cooked drain off the hot water, then leave them in cold water until they are 

cool enough to handle. 

Squeeze the water out of the gelatine leaves, then add to the pan and take off the heat.  

Spoon over the sauce and garnish with a sprig of mint.  

Stir until the gelatine has dissolved. 

Place the eggs into a saucepan and add enough cold water to cover them by about 1cm. 

Pass the sauce through a sieve into a bowl and stir in the remaining fruit. 

Divide the mixture among four ramekins and leave to cool.  

Place into the fridge for at least an hour, until set. 

To peel them crack the shells all over on a hard surface, then peel the shell off starting at the wide 

end. 

For the sauce, place the sugar, water and cherry liqueur into a pan and bring to the boil.  

Place the milk, cream, vanilla pod and seeds and sugar into a pan and bring to a simmer.  
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Reduce the heat and simmer until the sugar has dissolved. 

Take the pan off the heat and add half the raspberries.  

Using a hand blender, blend the sauce until smooth. 

Bring the water up to boil then turn to a simmer. 

To serve, turn each panna cotta out onto a serving plate.  

Dust with icing sugar. 

Test Results 
Selected Sequences from the Hard-Boiled Egg Function 

[place, the, eggs, into, a, saucepan, and, add, enough, cold, water, to, cover, them, by, about] 

[bring, the, water, up, to, boil, then, turn, to, a, simmer] 

[as, soon, as, they, are, cooked, drain, off, the, hot, water, then, leave, them, in, cold, water, until, 

they, are, cool, enough, to, handle] 

[to, peel, them, crack, the, shells, all, over, on, a, hard, surface, then, peel, the, shell, off, starting, at, 

the, wide, end] 

 

Selected Sequences from the Panna Cotta Function 

[for, the, panna, cotta, soak, the, gelatine, leaves, in, a, little, cold, water, until, soft] 

[place, the, milk, cream, vanilla, pod, and, seeds, and, sugar, into, a, pan, and, bring, to, the, boil] 

[remove, the, vanilla, pod, and, discard] 

[squeeze, the, water, out, of, the, gelatine, leaves, then, add, to, the, pan, and, take, off, the, heat] 

[stir, until, the, gelatine, has, dissolved] 

[divide, the, mixture, among, four, ramekins, and, leave, to, cool] 

[place, into, the, fridge, for, at, least, an, hour, until, set] 

[for, the, sauce, place, the, sugar, water, and, cherry, liqueur, into, a, pan, and, bring, to, the, boil] 

[reduce, the, heat, and, simmer, until, the, sugar, has, dissolved] 

[take, the, pan, off, the, heat, and, add, half, the, raspberries] 

[using, a, hand, blender, blend, the, sauce, until, smooth] 

[pass, the, sauce, through, a, sieve, into, a, bowl, and, stir, in, the, remaining, fruit] 

[to, serve, turn, each, panna, cotta, out, onto, a, serving, plate] 

[spoon, over, the, sauce, and, garnish, with, a, sprig, of, mint] 

[dust, with, icing, sugar] 
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Notes 
1. In statistics, a pivotal quantity is a function of observations and unobservable parameters. It can be used in 

normalisation, to allow data from different data sets to be compared. 
2. http://www.scholarpedia.org/article/Santiago_Ramón_y_Cajal. 
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