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Abstract: In biology and fishery research, accurate prediction of the age of abalone helps to deeply 

understand the life characteristics of abalone and provides a basis for scientific abalone culture. The 

traditional method of abalone age prediction is to infer the age by observing the number of annual 

rings  on  the  shell  of  abalone, which  is widely  used  but  has  great  limitations  in  accuracy  and 

operability due to the influence of individual differences in abalone and environmental factors. This 

study aims to provide a more accurate and efficient method for abalone age prediction using machine 

learning techniques combined with Shapleyʹs additive explanatory model (SHAP), and to analyze 

the key  factors affecting  the prediction  results. By comparing  six machine  learning models using 

evaluation metrics  such  as MAE,  RMSE  and MAPE,  the  experimental  results  showed  that  the 

XGBoost model outperformed the other models in terms of prediction performance, with its MAE 

value  reduced by  28.5%  compared  to other methods.  In  addition,  the SHAP model was used  to 

further reveal the main features affecting abalone age prediction, such as abalone shell morphology 

and environmental factors, which provided a more interpretable analytical framework for abalone 

age prediction. 

Keywords: machine learning; SHAP additivity; correlation coefficient; prediction the age of abalone 

 

1. Introduction 

As a rare shellfish in the shallow sea, abalone has attracted much attention because its body is 

rich in a variety of active substances that have significant benefits to human health. In biology and 

fishery research, predicting the age of abalone not only helps to understand the life characteristics of 

abalone and formulate scientific aquaculture strategies, but also helps to analyze the growth rate and 

growth curves of abalone at different stages of growth, assess the population size and distribution, 

and provide important references for formulating biodiversity conservation strategies[1]. 

The traditional method of predicting the age of abalone is mainly to observe and analyze the 

growth rings of abalone shell. The abalone shell will leave a ring‐like growth texture, like the annual 

rings of trees, as it grows. These rings show the growth history of the abalone. They are important 

for predicting the age of the abalone.[2]. The traditional observation method has some  limits. It  is 

especially hard  to determine  the age of young abalone or abalone with unclear growth  rings.  In 

addition, Algae and stains on the abalone shell can cover the growth rings. This makes it even harder 

to observe them. The growth rings are affected by different environmental factors. This causes some 

errors in the prediction results of traditional methods. [3]. 

Artificial intelligence technology is developing quickly. Now, different machine learning models 

are used  to predict  the age of abalone. Machine  learning models can get  features  from data. This 

removes the limits of manual observation methods for abalone. Machine learning models are better 

than traditional methods. They can automatically find patterns in data. This makes predictions faster 

and more accurate. They can also handle complex problems and improve as more data is used.[4]. 

Disclaimer/Publisher’s Note: The statements, opinions, and data contained in all publications are solely those of the individual author(s) and 
contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting 
from any ideas, methods, instructions, or products referred to in the content.

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 31 December 2024 doi:10.20944/preprints202412.2497.v1

©  2024 by the author(s). Distributed under a Creative Commons CC BY license.

https://doi.org/10.20944/preprints202412.2497.v1
http://creativecommons.org/licenses/by/4.0/


  2  of  12 

 

Machine learning methods are diverse and flexible. This lets us use different scenarios and model 

strengths to create more accurate and strong prediction systems. In the abalone age prediction task, 

common features include shell length, shell height, and weight. These features are usually linked to 

the age of the abalone. Machine learning models can find the complex relationship between these 

features and age using a lot of data. This helps predict the abaloneʹs age accurately. 

The goal of  this  study  is  to build an accurate and efficient age prediction model.  It will use 

historical morphological data of abalone and machine learning methods. Firstly, the age of abalone 

was  predicted  quickly  by  combining  different  machine  learning  models.  This  went  beyond 

traditional biological measurements and improved prediction accuracy. Secondly, the SHAP method 

was  used  in  a  new way  to make  the model  easier  to  understand.  It  showed  how  each  feature 

contributed to the prediction results. This improved the modelʹs transparency and trustworthiness. 

Finally,  feature  correlation  analysis was  used  to  study  the main  factors  that  affect  abalone  age 

prediction. The feature selection process was improved to make the model stronger. Combining these 

innovations, this study provides a data‐driven, interpretable and efficient solution for abalone age 

prediction, which has important theoretical and practical implications. 

2. Dataset and Modeling Methods 

In  this study, a modular approach was adopted, and  three modules were designed, namely: 

machine learning module, model validation module and model interpretation module. The machine 

learning module develops models using six machine learning methods. Model Validation Module 

The model validation module uses multivariate validation methods  to assess model performance. 

The model  interpretation module uses SHAP and correlation coefficient methods  to  interpret  the 

optimal model. Figure  1  illustrates  the  entire  research process  including  inclusion  and  exclusion 

criteria,  feature  selection, data  segmentation, data balancing, model development and validation, 

model comparison, and optimal model  selection and  interpretation. Data preprocessing, machine 

learning model implementation, and model interpretation are implemented in Python using scikit‐

learn. 

2.1. Dataset Description 

The study for this experiment was taken from Population Biology of ” The Population Biology 

of Abalone  (Haliotis species)  in Tasmania” by Nash et al[5].  It contains  information data on 4177 

abalone. The dataset contains 9 features and the contents of the dataset are shown in Table 1. 

Table 1. Number of dataset features. 

Feature name  Feature unit  Feature explanation 

Length  cm  Indicates the length of each abalone shell at its longest point 

Diameter  cm  Indicates the maximum width perpendicular to the length 

of abalone shell 

Height  cm  Indicates the height of the abalone shell 

Whole weight  kg  Indicates the total weight of the abalone 

Shucked weight  kg  Indicates the weight of the shucked abalone 

Viscera weight  kg  Indicates weight of the viscera 

Shell weight  kg  Indicates weight of the abalone shell 

Number of rings    indicates the number of rings on the abalone shell 

Sex    M: Male, F: Female, I: Infant 

2.2 Data Preprocessing 

Based on the relationship between the age of the abalone and the number of rings, a column 

named “Age” was added using Equation (1) to derive the actual age of each abalone[6]. 

𝐴𝑔𝑒 ൌ 𝑅𝑖𝑛𝑔𝑠 ൅ 1.5  (1) 

Abalone growth is affected by complex factors, so we used interquartile spacing to describe the 

age‐distribution relationship of abalone. Interquartile range (IQR) is a statistic that shows the spread 
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between quartiles in a data set. It is used to measure how spread out the data is. It represents the 

difference between the upper quartile (Q3) and the  lower quartile (Q1)[7]. The traditional 1.5‐fold 

IQR does  not  always fit  abalone  growth patterns.  So,  the  2‐fold  IQR was used  as  the  treatment 

threshold for outliers in this study. In the study, data with a 2‐fold IQR were used as the threshold. 

Data  greater  than  or  less  than  2‐fold  IQR were  excluded  as  outliers[8].  Finally,  4014  data were 

collected. 

In machine learning models, numerical data is often used for incoming predictions. A character 

type feature named “gender” exists in the dataset, so “gender” is numericized and a one‐hot encoding 

method is used to encode the values of three different columns of “gender” (M, F and I) were encoded 

as three separate columns, where only one column had a value of 1 and the rest had a value of 0[9]. 

In the study, an effective numerical transformation was performed on the “gender” column and a 

gender feature was removed to avoid the problem of multicollinearity due to the high correlation 

between the dummy variables. In this way, the model is better able to handle the feature category of 

gender, thus improving the prediction performance. 

These  preprocessing  steps  ensure  data  quality  and  provide  clean,  efficient  data  to  support 

subsequent model training and prediction. 

2.3. Model and Feature Selection 

The histogram of the distribution of all data features in the dataset is shown in Figure 1. From 

Fig. 1, it can be analyzed that our data should have a linear relationship and at the same time may 

satisfy the normal distribution. In this study, six machine learning models that are widely used in 

biology  research,  i.e., Decision Tree  (DT), Logistic Regression  (LR), Random Forest  (RF), Support 

Vector Machine (SVM), Extreme Gradient Boosting (XGBoost), and Adaptive Boosting (AdaBoost) 

are  selected and  combined with a 5‐fold  cross‐validation,  to  compare MAE of  these  six machine 

learning models on the same data, RMSE and MAPE to determine an optimal model and obtain the 

feature importance of this optimal model for analysis[10]. 

 

Figure 1. Histograms of data volume distribution can effectively characterize data volume and data 

distribution, a step that greatly facilitates the identification of research methodologies. 

Because the dimensionality of the data was not very large, no active culling of feature selection 

was performed in the study. There is a strong correlation between age and number of annual rounds 

of abalone, and equation (1) shows the proportionality between them. Therefore, “Age” and “Rings” 

were not selected as input features for the model. There are two reasons for this. Firstly, if the study 

had  introduced “Rings”  in  the  linear  regression model,  it would have significantly  improved  the 

accuracy of the model (up to 99% after testing the introduction of the number of rings). Secondly, if 

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 31 December 2024 doi:10.20944/preprints202412.2497.v1

https://doi.org/10.20944/preprints202412.2497.v1


  4  of  12 

 

some of the features of the model already included “Rings”, this would mean that we already know 

the number of rings per abalone. In this case, there is no need to predict the age and the age of the 

abalone can be calculated using equation (1). 

2.4. Dataset Segmentation 

A common problem that arises in machine learning is the tendency of the chosen model to overfit. 

Such models overfit the test data but underfit the new data and do not generalize well. To address 

this problem, the data in the experiments were divided into a training set: test set with a ratio of 8:2, 

while the random seed was set to 42 to make it easier to reproduce the results of the experiments 

while ensuring the stability of the experimental sample. 

3. Model Design and Evaluation 

3.1. Model Design 

The study used six machine learning models to test the test set data, including linear regression 

model (RL), decision tree (DT), random forest (RF), support vector machine (SVM), extreme gradient 

boosting (XGBoost), and adaptive boosting (AdaBoost)[10].   

3.2. Model Evaluation and Optimization 

Firstly,  the  prediction  of  the  data with  these  six models  is  done  directly  using  the  default 

parameters and the test results obtained are shown in Table 2. The hyperparameters of these models 

were optimized using  the grid‐tuned parameter method  and  the  5‐fold  cross‐validation method. 

Table 3 shows the hyperparameters and the final parameters for each tested model. Since abalone age 

prediction models do not need to be overly sensitive to errors, the MAE, RMSE and MAPE values 

were chosen as the evaluation criteria for the models in this study to assess the predictive ability of 

each model on  the  test set.  In addition,  the  time complexity and model predictive ability of each 

model were evaluated to select the most suitable model for abalone age prediction and analyze  it 

with an in‐depth study. 

Linear regression is a basic regression model that fits data by least squares. Its performance is 

relatively stable, but may not be as good as other complex models in some cases[11]. Its MAE and 

RMSE values are in the middle of the range. This means the model fits the data well, but it may have 

some bias in certain applications. 

The decision tree model is easy to understand. It can segment the data based on its characteristics, 

but  it  is  likely  to  overfit[12].  In  terms of MAE  and RMSE,  it performs  a  little worse  than  linear 

regression. This suggests that, even though it captures some data patterns, the fit is not as stable as 

linear regression. 

Random  forest  is a  strong  learning method.  It makes  the final prediction by building many 

decision trees and voting on them. Random forest can reduce overfitting and make predictions more 

stable compared to decision trees[13]. In this problem, Random Forest performs better in MAE and 

RMSE. This shows it can provide accurate and stable predictions. 

SVM is a regression method based on boundaries. It handles complex nonlinear relationships 

well[14]. The MAE and RMSE of SVM are better than those of decision trees and linear regression. 

This shows it gives more accurate predictions. SVM takes longer to train. It is also more sensitive to 

data size and parameter settings. 

XGBoost  is an  improved gradient boosting  tree model.  It  is used  in many machine  learning 

problems. XGBoost improves the model step by step by adding weak learners. It works well with 

large and complex datasets[15]. In this study, XGBoost gives a balanced solution. It has good accuracy 

and stability. 

AdaBoost is a comprehensive learning method that improves prediction accuracy by combining 

multiple weak learners[16]. Although AdaBoost can achieve good results on some problems, in this 

study, the MAE and RMSE results of AdaBoost are poor, which indicates that the model has weak 

generalization ability when dealing with this dataset. 
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Table 2. Comparison of model evaluation parameters. 

  Evaluation 

parameters 

LR  DT  RF  SVM  XGBoost  AdaBoos

t 

Default 

paramet

er 

MAE  1.4345  1.8454  1.4153  1.4184  1.4494  1.6070 

RMSE  1.9146  2.5741  1.9171  1.9568  1.9539  2.0362 

MAPE  12.8167  16.8293  12.7678  12.3251  14.7684  14.7684 

After 

adjustin

g 

MAE  1.435  1.4966  1.3783  1.3682  1.3678  1.5484 

RMSE  1.6146  2.0186  1.8587  1.8952  1.8581  3.0237 

MAPE  12.8167  13.3252  12.2849  11.9405  12.2019  13.9006 

The results of the model evaluation after tuning are shown in Table 2. The evaluation results and 

prediction results of each model in the experiment are shown in Figure 2. From Figure 2, it can be 

found that SVM and XGBoost are two better models, especially in terms of MAE and RMSE, which 

are obviously better than other models. XGBoost and SVM both provide lower MAE and RMSE for 

the dataset, especially when dealing with complex data, which can better capture the nonlinear laws; 

XGBoost shows higher parameter tuning in terms of and high flexibility in parameter tuning, and the 

performance  of  the  model  can  be  improved  by  adjusting  various  parameters.  Comparatively 

speaking, although Decision Tree and AdaBoost also have certain performance, the errors (e.g., MAE 

and RMSE) are  larger, MAE and RMSE) are larger due to poor overfitting or generalization when 

dealing with this kind of problem. 

Considering the accuracy, stability and applicability of the model, XGBoost  is considered the 

best model. After literature search, it was found that the classical MAE for abalone age prediction in 

this study had an error of 1.8‐2.0[3]. From the experimental results, it can be seen that XGBoost not 

only has a smaller error, with its MAE (1.3595) and RMS (1.8290) being 28.5% lower than the average 

of  the classical MAE, but  it also has a good  tunability and flexibility, which makes  it suitable  for 

complex  regression problems. However,  its higher parameter  sensitivity  requires more  tuning  in 

practical  applications,  and  it  takes more  time  to  train  the  SVM model, making  XGBoost more 

advantageous. 

Table 3. Hyperparameters of machine learning models. 

Model  Hyperparameters  Range  Optimal 

values 

LR  fit_intercept  [True, False]  True 

            positive  [True, False]  False 

DT  max_depth  [3, 4, 5, 6, 7, 10, 20, None]  5 

  min_samples_split  [2, 5, 10]  2 

  min_samples_leaf  [1, 2, 3, 4, 5]  3 

  criterion  [ʹmseʹ, ʹfriedman_mseʹ]  friedman_mse 

RF  n_estimators  [300, 500]  500 

  max_depth  [None, 10, 20]  20 

  min_samples_split  [2, 5, 10, 15]  15 

  min_samples_leaf  [1, 2, 3, 4]  3 

  max_features  [ʹautoʹ, ʹsqrtʹ]  sqrt 

  bootstrap  [True, False]  True 

SVM  c  [0.1, 1, 10]  10 

  kernel  [ʹlinearʹ, ʹrbfʹ]  rbf 

XGBoost  n_estimators  [300, 500]  500 

  learning_rate  [0.01, 0.1]  0.01 

  max_depth  [3, 5, 7]  5 

  min_child_weight  [5, 10, 15]  10 

  subsample  [0.6, 0.8, 1.0]  0.6 

  colsample_bytree  [0.6, 0.7, 0.8]  0.6 
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Model  Hyperparameters  Range  Optimal 

values 

  gamma  [0.1, 0.2, 0.3]  0.3 

  lambda  [0, 0.1]  0.1 

  alpha  [0, 0.1, 1, 1.5]  0.1 

AdaBoost  learning_rate  [0.01, 0.1, 1, 10]  0.01 

  n_estimators  [50, 100, 200, 300]  300 

  loss  [ʹlinearʹ, ʹsquareʹ, ʹexponentialʹ]  exponential 

 

Figure 2. The left figure shows a radar plot of the model evaluation criteria data, which gives a clear and accurate 

indication of which model has better evaluation parameters. The right figure shows the fit of the six models. The 

black line is the best fit line, indicating that the predicted value is equal to the actual value. As can be seen from 

the figure, most of the points are distributed near the black line, indicating that the predicted values are closer 

to the actual values. 

In order to validate the soundness of the XGBoost model in the field of machine learning, we 

studied the learning curve of the XGBoost model on these data, and the learning curve is shown in 

Figure 3. In the middle stage of model training, with the increase of training data, the model starts to 

have difficulty in fitting all data completely and the training error increases, but with the increase of 

training data,  the generalization ability of  the model  improves, and  the validation error  starts  to 

decrease significantly. In the late stage of the XGBoost model, the training error tends to stabilize and 

no  longer  increases  significantly  after  reaching  a  certain  error  level, while  the  validation  error 

gradually increases. At the same time, the validation error gradually decreases, but the magnitude of 

change becomes smaller, close to the training error. This indicates that the model has obtained a better 

generalization  ability  at  this  time,  but  there  may  be  a  slight  bias.  Therefore,  the  subsequent 

experiments will be analyzed based on the XGBoost model. 

 

Figure 3. Learning curve of the XGBoost model. 
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3.3. Feature Importance and SHAP Additivity Analysis 

In  order  to  analyze  the  feature  importance  of  the  XGBoost model, we  plotted  the  feature 

importance map  and  SHAP  analysis map  based  on  the  XGBoost model,  as  shown  in  Figure  4, 

respectively. 

 

Figure 4. The left figure is the SHAP analysis graph and the right figure is the feature importance analysis graph. 

Feature importance plots are plots based on the importance of features, showing the importance 

scores of features, with each featureʹs score calculated based on the number of times the feature is 

used in the model[17]. SHAP plots are ranked based on the overall impact of the feature on the model 

predictions, with the impact of the feature increasing from the bottom to the top. The features with 

the greatest  impact are at  the  top, and  the horizontal SHAP value  indicates  the magnitude of  the 

featureʹs contribution to the model output, with positive values indicating a positive correlation with 

the model output and negative values indicating an inverse correlation[18]. Each point indicates the 

feature value of the data sample and the magnitude of its contribution to the model output, and the 

color indicates the magnitude of the feature value. 

According to Figure 4, the “Shucked_weight” feature has the highest importance with an F‐score 

of 2220, but in the SHAP summary mapping, “Shell_weight” is ranked first and “Shucked_weight” 

is  ranked  second.  This may  be  because  feature  importance mapping  is  based  on  segmentation 

frequency statistics, while SHAP summary mapping synthesizes the specific contribution of features 

to the prediction. Features with high segmentation frequencies do not necessarily have the greatest 

impact on the prediction results; for example, the gain may be small. In the SHAP maps, features are 

ranked  in  descending  order  of  importance,  with  “Shell_weight”,  “Shucked_weight”,  and 

“Whole_weight”  being  the  main  drivers,  and  gender  features  such  as  “Sex_M”  and  “Sex_I” 

contributing  less  to  model  predictions,  and  subsequent  research  should  focus  more  on 

“Shell_weight”, “Shucked_weight”, and “Whole_weight”. weight and “Whole_weight”. The degree 

of  importance  is  based  on  the width  of  the  distribution  of  feature  SHAP  values,  the wider  the 

distribution,  the greater  the  influence of  the  feature on  the model output[19].  the distribution of 

“Shell_weight” indicates that the higher the value of the feature, the higher the corresponding SHAP 

value.  When  the  feature  value  is  low,  the  SHAP  value  is  mostly  negative.  Meanwhile,  the 

distributions of some features show obvious non‐linear relationships, such as height and diameter, 

whose SHAP values show obvious bimodal or heterogeneous distributions, which may mean that 

there are interactions between these features. 

In order to investigate the specific effect of the eigenvalues on the contribution of the model and 

to  improve  the  interpretability of  the model, we plotted  the  interpretation of  the SHAP values as 

shown in Figure 5, from which it can be seen that the red part “Diameter” pushed the predicted value 

by  0.39,  indicating  that  a  larger  shell diameter of  abalone  is  a  significant  factor  in predicting  an 

increase  in the age of the abalone. “Length” pushed the predicted value by 0.49,  indicating that a 

larger shell length of abalone also has a significant positive effect on the predicted age. Length drives 

the predicted value up by 0.49, indicating that the larger shell length of abalone also has a significant 

positive effect on the predicted age. “Sex_I” is 0, indicating that this trait contributes almost nothing, 

suggesting that sex has a small effect on the predicted age. “Shell_weight” drives the predicted value 
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down by 0.18, indicating that the smaller shell weight of abalone has a somewhat negative effect on 

the predicted age. “Whole_weight” decreased by 0.61, indicating that the overall weight of abalone 

is  lighter,  which  significantly  reduces  the  predicted  age.  “Viscera_weight”  decreased  by  0.10, 

indicating that the viscera of abalone are lighter, which has a negative effect on the predicted age. 

“Height” decreased by 0.12, indicating that the height of abalone has a small negative contribution 

to  the  predicted  age.  So  it means  that  “Diameter”  and  “Length”  have  the  largest  contribution, 

indicating  that  a  larger  diameter  and  length  of  the  shell  has  a  significant  positive  effect  on  the 

predicted age of the abalone, which is in line with the reality because the size of the shell may be 

closely related  to  the growth cycle of  the abalone. “Whole_weight”  is  the  feature with  the  largest 

negative contribution, indicating that the lighter overall weight significantly reduces the predicted 

age  of  the  abalone.  “Shell_weight”  and  “Viscera_weight”  also  had  some  negative  contribution, 

indicating lower shell weight and viscera weight. 

At  the  same  time,  according  to  the  Pearson  correlation  coefficient  method,  correlation 

coefficients were plotted in the study, as shown in Figure 6. The red color indicates that the correlation 

between the variables is strong, and the blue color indicates that the correlation between the variables 

is weak or close to 0. The closer the color is to the red color, the stronger the linear positive correlation 

between  the variables  is; and  the  closer  the  color  is  to  the blue  color,  the weaker  the  correlation 

between  the  variables  is[20].  Therefore,  according  to  the  correlation  coefficient  graph,  we  can 

conclude  that  “Length”  and  “Diameter”  (0.99):  the  length  and  diameter  of  the  shell  are  highly 

positively correlated, indicating that the overall shape of the abalone is relatively regular, and that 

the length and diameter change synchronously with the size of the individual, suggesting that the 

length‐to‐width  ratio of  the  abalone  is  relatively  stable  among different  individuals and  that  the 

overall shape of the abalone is regular. And the specific analysis is as follows: 

“Whole_weight” and “Shucked_weight”(0.97): The high correlation between “Whole_weight” 

and “Shucked_weight” suggests that the weight of shucked abalone  is  largely proportional to the 

overall weight. At the same time, the high correlation between “Length” and “Diameter” indicated 

that the  length‐to‐width ratio of abalone was stable among individuals and the overall shape was 

regular, and the medium‐to‐high correlation between “Height” and “Diameter” indicated that the 

height was affected by the diameter to a certain extent, but the shapes of abalone might have slight 

differences. 

“Whole_weight”  and  “Viscera_weight”(0.97):  the  total  weight  and  “Viscera_weight”  were 

highly positively correlated, indicating that the “Viscera_weight” of abalone was consistent with the 

trend of the overall weight. 

“Shucked_weight” and “Viscera_weight”(0.93): the correlation between “Shucked_weight” and 

“Viscera_weight”  is strong, probably because “Viscera_weight”  is one of the main components of 

weight after shucking. 

There is no significant negative correlation in the graph, indicating a positive linear relationship 

between all variables. 

 

Figure 5. The SHAP value is an important tool for interpreting the prediction results of machine learning models 

and helps to understand which features affect the model output and to what extent. The figure shows the positive 

and negative impact of different features on the model output values. 

4. Model Application and Discussion 

4.1. Biological Discussion 

4.1.1. SHAP Additivity Analysis 
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“Shell_weight” had the widest distribution of SHAP values (‐4 to 3), suggesting that  it  is the 

most  influential  and  stable  characteristic  for age prediction  in  abalone.  shell weight  is  related  to 

mineral  deposition  (e.g.,  degree  of  calcification)  as  a  natural  consequence  of  long‐term  abalone 

growth. These findings help biologists to estimate the level of abalone growth and development from 

shell weight  and  to  explore  the mechanisms  of  shell mineralization. Meanwhile,  abalone  shells 

gradually  gain weight  during  the  growth  process,  and  thus we  believe  that  shell weight  is  an 

important indicator for assessing the growth cycle and maturity of abalone. 

SHAP values  for  shucked weight  and whole weight were  also higher,  suggesting  that  they 

contribute significantly to the age prediction of abalone. The distribution characteristics of both were 

like those of shell weight, and abalone with higher weights were usually older. The weight of abalone 

was closely related to the weight of muscle tissue and internal organs, and the shucked weight and 

whole weight increased significantly with age and more mature development of individuals. Shelling 

weight and overall weight reflect the nutrient accumulation and growth rate of abalone. 

 

Figure 6. Correlation matrix heatmaps, which are used to show linear correlations between variables and help 

understand the links between data features. 

The SHAP value of “Viscera_weight” is moderate, indicating that viscera weight contributes to 

the  age  of  abalone.  “Viscera_weight”  is  another  important  indicator  of nutrient  accumulation  in 

abalone, reflecting the health status and growth level of individuals[21]. The contribution of viscera 

weight to the prediction of abalone age mainly comes from the development and weight increase of 

viscera during the maturation process of individuals. 

4.1.2. Correlation Coefficient Analysis 

The correlation coefficient between “Length” and “Diameter” is 0.99, which is close to perfect 

positive correlation. The correlation coefficient between “Length” and “Height” was 0.90, and that 

between  “Diameter”  and  “Height” was  0.91. These high  correlation  coefficients  indicate  that  the 

shells of abalone in different sizes showed a tendency to synchronize with individual growth. The 

morphological development of abalone  is  regular, and  the overall morphological proportions are 

relatively stable, which is in line with the natural growth pattern of organisms[22]. These results can 

help biologists to understand the dynamic changes of abalone shell morphology and provide data 

support for subsequent abalone morphology studies. 

The  correlation  coefficient  between  “Whole_weight”  and  “Shucked_weight”  is  0.97,  the 

correlation  coefficient  between  “Whole_weight”  and  “Viscera_weight”  is  0.97,  the  correlation 

coefficient between “Whole_weight” and “Shell_weight” is 0.96, which show that the whole weight 

of abalone was highly correlated with shell weight, viscera weight and shucked weight, indicating a 

consistent  growth  trend  in  the  body weight  composition  of  abalone. These  indicators  can  show 

abalone health, growth rate, and nutrient accumulation. They can help explore the developmental 

features of abalone at different growth stages[23]. 
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4.2. Business Discussion 

4.2.1. SHAP Additivity Analysis 

ʺShell_weightʺ, ʺShucked_weightʺ, and ʺWhole_weightʺ are the main predictors of abalone age. 

These weight  characteristics are directly  connected  to  the market price of abalone. Abalone with 

higher shell and meat weights usually have a higher market value. Predicting the age of abalone with 

the model can help farmers choose the best time to harvest and make the most profit. Abalone with 

high shell and meat weights can be sold to the high‐end market, and if a batch of abalone has low 

shell and shucking weights,  it may be necessary  to extend  the culture cycle or adjust  the  feeding 

strategy[24]. 

“Length”, “Diameter”, “Height” and “Viscera_weight” reflect the growth and development of 

abalone. By monitoring  the changes  in shell  length, shell width and “Viscera_weight”,  the health 

status  of  abalone  can  be  assessed  at  different  growth  stages.  Individuals with  slow  growth  or 

abnormal development  can be  identified  to optimize  culture density and  resource allocation and 

reduce  resource waste. Use  SHAP model  results  to  help  farms make  data‐driven management 

decisions, e.g., identify high‐value individuals (heavier, older abalone). Improve culture efficiency, 

shorten culture cycles, and reduce feed and labor costs. 

Combined with the prediction model, abalone will be automatically categorized based on shell 

weight, meat weight, body size and other characteristics to achieve accurate pricing. For example, 

abalone with high meat weight can be categorized as high‐end market products, while abalone with 

low  shell  weight  can  continue  to  be  farmed. Meanwhile,  through  age  prediction  and  growth 

characterization,  the maturity  time of different batches of abalone  can be accurately predicted  to 

optimize harvesting and supply planning. It improves the efficiency of the supply chain and ensures 

stable market supply[25]. 

4.2.2. Correlation Coefficient Analysis 

The high correlation between “Viscera_weight” and “Whole_weight” indicates that the health 

of abalone can be monitored by viscera weight. If the viscera weight does not match other indicators, 

it may indicate health problems or abnormal growth of the abalone. By monitoring the relationship 

between viscera weight and total weight, farms can quickly screen out slow‐growing and abnormal 

health of individual abalone and adjust the feeding strategy and water quality management in time 

to optimize the culture results[23]. 

The high correlation between abalone shell size and weight can provide a scientific basis  for 

abalone selection and breeding.  Individuals with a good  ratio of shell weight  to meat weight are 

chosen for genetic improvement. This helps increase the growth rate and yield quality of abalone. By 

tracking these indexes over time, new abalone varieties with strong adaptability and fast growth can 

be bred. This can improve the economic benefits and competitiveness of abalone farming.[24]. 

5. Summary and Outlook 

This study focuses on the problems of traditional methods in abalone age prediction. It proposes 

a machine learning model for predicting abalone age. The method combines the SHAP algorithm and 

feature correlation coefficient analysis. By analyzing multiple features, the machine learning model 

can get useful information from complex linear relationships. This improves the accuracy of abalone 

age prediction. The SHAP algorithm helps the model give accurate predictions. It also shows how 

much each feature contributes to the prediction results. This makes the important factors in abalone 

age prediction  clearer. At  the  same  time,  the  correlation  coefficient analysis helps find  the  linear 

relationship between features. This improves feature selection and makes the prediction model more 

stable and reliable. The experimental results show  that  the machine  learning model  is better  than 

traditional methods for abalone age prediction. This is especially true when working with large‐scale 

sample data, as it has better generalization and a lower error rate. However, the current model is still 

limited to the selected feature set, and its adaptability to environmental changes needs to be further 

verified[26]. In future studies, we will introduce more environmental factor variables, such as water 
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temperature,  salinity  and  current,  to  further  improve  the  prediction  accuracy  and  conduct 

corresponding experiments on other datasets. 
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