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Abstract: A crucial component for developing an automated speaker or speech recognition system
is voice preprocessing, which filters unwanted noise and detects the speech part. This study aimed
to develop a computerized model to remove background noise and improve signal quality for
future applications. This model was developed on a large longitudinal dataset containing varying
real-world noise and validated on both a public dataset and a locally collected test dataset in
different environments. An overall voice pre-processing pipeline is presented in this study,
including denoising, segmentation, feature extraction, and ease of storage. The backbone of the
denoising model is a Kalman filter, where the parameters were obtained from a grid search method;
the signal-to-noise ratio (SNR) was used as the performance metric. Also, the segmentation was
done to remove the pauses from the audio signal before the feature extraction. Finally, the data was
stored as a template with the most common features. The SNR result suggested that the Kalman
filter-based proposed method performed successfully across diverse datasets. Thus, this model
provides a robust and adaptable solution for real-world scenarios and also ensures the data storing
quality for future applications.

Keywords: HPF; Kalman filter; MFCC; pitch; SNR; segmentation; ZCR

I. Introduction

Speech is the most basic form of human communication and is essential in comprehending
behavior and cognition [1]. Humans create speech with the help of the vocal system, which consists
of the vocal folds (Larynx), the lungs, and the articulation system, which includes the lips, cheek,
palate, tongue, and so on [2]. When the air is expelled from the lungs, traveling through the windpipe
and vocal folds, it causes vocal cords to vibrate, resulting in sound. The sound is shaped into
recognizable words by the muscles controlling the soft palate, tongue, and lips [3,4]. The created
speech is sensed by the human auditory system's ear and processed by the brain to produce an
important response, action, or emotion [2]. The human ear can respond to audio frequencies ranging
from 20 Hz to 20 kHz, whereas the human voice frequency range is 300-3400 Hz. As a result, humans
can only recognize frequencies below 4 kHz and rarely above 7.8 kHz. Thus, depending on the
Nyquist sampling rate (Fs>Fvoicemax), the necessary level of audio quality is sampled at 8 kHz, and
the high level of audio quality is sampled at 16 kHz.

Several levels of information are contained in a speech signal besides linguistic content; it
conveys information about a speaker's identity, gender, health, and emotional state [5]. Speech
processing has vast applications which can be categorized under automated speaker recognition and
speech recognition. Speaker recognition is an important bio-feature recognition method that
authenticates or identifies an individual using the specific characteristics obtained from their speech
utterances [6,7]. Every individual's voice is different because of biological differences in the size and
shape of their vocal cord and vocal tracts and behavioral differences [8]. The application and
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popularity of speaker recognition have increased over time. The first voice recognition system was
created by Bell Laboratories in 1952 [9]. In 1956, several computer scientists put forward the concept
of artificial intelligence, and then speaker recognition began to enter the era of artificial intelligence
research [10]. However, due to poor computer hardware capabilities and the immaturity of related
algorithms, research on speaker identification did not achieve great results until the 1980s; as a
powerful branch in the field of artificial intelligence, machine learning research began to use
algorithms to analyze data, obtain relevant feature information from it, and then make decisions and
predictions to solve the problem [11]. The application has expanded from personal assistant service
in mobile devices to secure access to highly secure areas and machines such as voice dialing, banking,
databases, and computers for authentication and forensics [6,12]. In contrast, the speech recognition,
also known as automatic speech recognition (ASR), computer speech recognition, or speech-to-text,
is the ability of a machine or program to recognize spoken words and convert them into readable text
[13,14]. This technology is widely used for virtual assistants (Siri, Alexa, Google Assistant),
transcription services, voice-activated devices, and hand-free operation of smartphones and
automobiles [14,15].

This emphasizes the importance of preparing and storing voice data in the broader field of
recognition research and artificial intelligence. However, storing large amounts of data can be
challenging. It is a matter of privacy concern as well as managing the quality and effectiveness of the
data. Storing large volumes of data needs more space. It is very important to maintain the quality
and the format of the voice data so that it can be compatible with various applications. So, it is
important to manage the balance between privacy, security, and quality of the data for future uses.

Noise can affect the speaker or speech recognition applications of these speech signals.
Background noise can obstruct speech comprehension by energetic masking, which occurs when the
background noise has energy in the same frequency band as the speech signal, preventing the speech
signal from being perceived [16]. Noise is extremely challenging for speech systems to handle and
requires various methods to remove the noise [17]. There are some common types of noise that
degrade the performance of any recognition system. Additive noise refers to background sounds
such as fan noise, vacuum, air conditioner, or a baby crying, which are combined with the target
speech signal at the microphone level, where their sound waves overlap [17]. Convolutional noise
occurs when someone speaks in a closed space, causing sound waves to bounce off walls and create
a colored, echoey recording at the microphone, with larger spaces producing more reverberant
sounds [17]. Nonlinear distortion occurs when the speaker is too close to the microphone, or the
sound on the device is set too high [17]. Typically, a noisy environment is more difficult to fix, and
not all solutions work for each type of noise interference. The commonly used high-pass filter is not
effective for these varying noises.

There are some quality factor to evaluate the performance the filtering algorithm like SNR, Mean
Square Error (MSE), Jittre, Total Harmonic Distortion (THD) and others. Most of the study canculated
the SNR for the performance evaluation. Murugendrappa et al. [18] introduce a novel approach for
Adaptive Noise Cancellation (ANC) in speech signals affected by Gaussian white noise, utilizing
adaptive Kalman filtering. To evaluate the Kalman filter performance they calculated the SNR.
Notably, the Kalman filter achieves a signal-to-noise ratio (SNR) of around 1.17 dB and a Mean
Squared Error (MSE) of 0.032, demonstrating its superior effectiveness in noise cancellation
compared to other adaptive filters. Goh et al. [19] developed a bidirectional Kalman filter for speech
enhancement, utilizing a system dynamics model to estimate the current time state. The study
compared this approach with conventional and fast adaptive Kalman filters, assessing performance
based on correlation, SNR, WSS, and computation time. Results from testing on the TIDIGIT speech
database revealed that the bidirectional Kalman filter improved robustness at low SNR,
outperforming other methods in enhancing speech recognition rates when SNR was below or equal
to 5 dB, despite requiring more iterations to reach a steady state. Zhou et al. determined the influence
of noise environments and frequency distributions on voice identity perception. They compare the
results of different noises using SNR. The results indicate that accuracy increases with SNR, and
speech noise affects perception more than white noise and pink noise.
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This study aims to develop a robust model to make voice sample noise resilient for further
applications. This pipeline was intended to remove the background and unwanted noise without
changing the voice characteristics. The pipeline scripts and documentation are also made open-
source. Responding to the need to store a reduced template of the large voice samples, the proposed
method will also extract the most commonly used features used for speech processing such as Mel-
frequency cepstral coefficient (MFCC), pitch, zero crossing rate, and short-time energy features from
the filtered audio signal. These features capture various aspects of a speaker's voice, providing rich
information and might be sufficient for later speaker and speech recognition.

The overall contributions of this work can be summarized as follows:

a. An open-source preprocessing pipeline (including filtering, segmentation, and feature
extraction) for voice data preparation and storage for future applications.

b. Model development is on a large longitudinal dataset and validated on a public dataset and
locally collected dataset in different environments using SNR as the performance metric.

c.  Performance comparison of the model with state-of-art Deep Learning based methods.

The rest of the paper is organized as follows. First the dataset description is given in Section 2.
Section 3 describes the voice preprocessing method. Sections 4 and 5 describe the segmentation and
feature extraction. Section 7 gives the performance evalution and section 8 present the results. Section
8 represents discussion. Lastly, section 9 gives the conclusion of this study.

II. Dataset Description

The longitudinal voice dataset used in this study was collected from the local elementary,
middle, and high school children aged between 4 and 18 years. This dataset consists of 14 collections,
shown in Figure 1, starting from summer 2016 with an approximate interval of six months.
Collections 9 to 12 were not performed due to Covid-19.

Subjects in each collections
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Figure 1. Overview of the longitudinal voice dataset.

The voice data was collected at a sampling rate of 44.1 kHz using one condenser-based and one
mono-channel microphone set-up, as shown in Figure 2. The condenser microphone is mostly used
for studio recording applications [20]. Condenser mics are generally made with a lightweight
diaphragm (a sensitive conductive material), which is suspended by a fixed plate [21,22]. When
sound waves reach the diaphragm, the sound pressure causes it to vibrate against the back plate. This
causes the voltage between them to fluctuate. This fluctuation creates an electrical signal by
mimicking the pattern of the incoming sound waves. An external power supply boosts the audio
signal to produce an amplified sound [23]. It is extremely sensitive and can pick up a range of
frequencies, which makes it more suitable for quieter environments [20,24].

The mono-channel microphone was added from Collection 8. This directional microphone is a
single capsule that only records sound from one channel [25]. It is ideally suited to focus on sound
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coming from one specific source, usually the speaker in front, while disregarding sound coming from
other directions, such as the sides and back of where the mic is positioned [26].

Mono Condenser-based
Microphone Microphone

Figure 2. Microphones used in the data collection.

During the collection, shown in Figure 3, the children were shown a series of images, such as
numbers from 1 to 10, common objects, and animals. They were instructed to utter the corresponding
English words as they viewed the images. At the end, they were shown an image of a circus scene
with different activities and were asked to describe it. The approximate duration of the voice
recording was 90 seconds, but it varies for each subject depending on their speaking speed and pauses
between words. The recorded dataset, which consists of 1629 audio recordings, has both text-
dependent (numbers and object or animal images) and text-independent (circus scene image, the last
10 seconds) parts. Since the data is collected in a school environment, each subject's recordings have
varying noises, like people talking, walking, and opening or closing the doors.

Figure 3. Data collection and audio recording process.

IIL. Voice Preprocessing

In data preprocessing, the main goal is to remove the unwanted noise using an appropriate filter.
Before applying a filter, the raw input voice signal is divided into different frame sizes. To find the
optimal parameter, we did a grid search for different frame sizes (around 2, 3, 6, 12, 24 and 47 ms).
The hamming window was applied using 50% overlap for each frame size. Hamming window
reduces the ripple and gives a more accurate idea of the original signal's frequency spectrum [27].

A. Kalman Filter

Kalman filter was chosen for this study as it is effective when dealing with systems with
unknown or varying parameters and can reduce noise by assuming a predefined model of a system
[28]. Kalman filter operates through a prediction and correction mechanism [29]. It estimates a
process using feedback control. From the equation point of view, the Kalman filter can fall into two
groups:

I.  Time Update (Prediction equation): Estimate the next step from the previous state.
II. Measurement update (Correction equation): Add new information and predict the estimation error

[19,30]
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Figure 5 shows the cycle of the Kalman filter.
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Figure 5. The Kalman filter cycle [29-31].

Figure 4 shows the denoising steps of the input signal.
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Figure 4. Denoising/Filtering process.

The Kalman filter is useful in audio denoising because it excels at dealing with dynamic audio
signals that change over time [32]. It can estimate the true audio signal from noisy measurements,
resulting in a more accurate and cleaner representation. The filter is adaptable, adjusting itself to
varying noise conditions in real time, which is crucial for dealing with different environments.
Furthermore, its real-time processing capabilities and seamless integration into larger signal
processing systems make it an effective choice for de-noising in applications such as speech
recognition or communication systems. However, its effectiveness is dependent on the accuracy of
assumptions made about the underlying audio system and noise characteristics.

B. Signal to Noise Ratio (SNR)

In audio signals, the measurement of the SNR is the level of the desired signal against the level
of background noise [33]. In other words, SNR is the ratio of signal power to noise power [34]. It helps
to quantify the quality of a signal. The higher the ratio, the clearer the signal will be [35]. The SNR of
the audio signal is calculated by using a combination of short-time power estimation and noise power
estimation.

The input signal was divided into frames using a Hamming window of 256 sample sizes with a
50% overlap. Fast Fourier Transform (FFT) was applied to these windowed frames to obtain the
frequency components of the signal. The power spectrum of each frame was calculated by squaring
the absolute values of the FFT coefficients.

The algorithm estimated the noise power by considering the rapidly varying characteristics of
noise. A minimum power threshold was dynamically adjusted based on the input signal, and noise
power was estimated from frames where the power fell below this threshold.

SNR was calculated for each frame using the formula:

Psignal- min(Pnoise,Psignal) +0.01
SNR=10.log, o Proise )
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Here, Psignal is the smoothed power estimate, and Proise is the estimated noise power.

After the filtering to compare the result, we did SNR calculation for all the parameters, both for
the original audio signal and the filtered audio signal. Figure 9 in the result section shows the highest
SNR result of the same subject audio.

SNR was calculated both for the input and the output signal, which represent the original audio
signal and the filtered audio signal, respectively. The calculated SNR values provide insights into the
performance of the filter.

IV. Segmentation

Audio segmentation is a technique that divides audio signals into a sequence of segments or
frames, and each part contains audio information from a speech [36-38]. In this study, we present the
voice activity detection (VAD) method for segmentation. VAD method detects the presence or
absence of human speech [39]. It can remove insignificant parts from the audio signal, such as silences
or background noises, which increases efficiency and improves the recognition rate [40]. The theory
of short-time energy-based VAD is that voiced frames have more energy than silent. Therefore, by
computing the energy frame and according to a predefined threshold, we can decide where the frame
is voiced or silent [41,42]. Figure 6 shows the flowchart of the VAD process for segmentation.

}fcm:e J { Frame ] [Threshold
input energy

Figure 6. VAD process flowchart.

Voice
activity

indication

In our study, VAD is applied to detect speech segments within the filter audio. The parameters
of the VDA algorithm were configured to adapt the characteristics of the dataset. The filtered audio
is divided into frames with a duration of 0.1, 0.5, 0.9, and 1 second with 50% overlap. A silence
threshold of 0, 0.0001, 0.001, and 0.002 are used to differentiate speech from silence based on frame
energy. Also, for VAD, we applied the grid search method as the speech varies for different speakers.
Frames with energy exceeding the threshold are marked as speech segments. A robust VAD
algorithm improves the performance of a speaker verification system by making sure that speaker
identity is calculated only from speech regions [43]. Figure 7 shows the segmentation result.
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Figure 7. Segmented Audio Signal.

We highlighted each segment in different colors to visually understand different segments.
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V. Feature Extraction

The human voice carries various distinctive features important to identify speakers. Feature
extraction is a crucial step in recognition as it generates a vector representing the speech signal [44].
We extracted the Mel-frequency cepstral coefficient (MFCC) feature, which is the most popular and
widely used in speaker recognition. MFCCs are a compact representation of the spectrum of an audio
signal, which makes them suitable for several machine learning tasks [45,46]. The MFCC can be
calculated by conducting some consecutive processes. Figure 8 shows the steps involved in MFCC
feature calculation.

- . Framing
Auvdio § Pre- h -
udio Signal l e-emphasis Windowing
Ceps [Mel—ﬁ'\:qy:nq‘ FFT
wrapping
Mel-cepstrum
—_—

Figure 8. MFCC calculation steps [47,48].

MECC coefficients contain information regarding the rate changes in the different spectrum
bands. If a cepstral coefficient has a positive value, the majority of the spectral energy is concentrated
in the low-frequency regions. On the other hand, if a cepstral coefficient has a negative value, it
represents that most of the spectral energy is concentrated at high frequencies [45]. MFCC is very
useful as it emphasizes features of the audio signal that are important for human speech perception
while discarding less relevant information. This makes MFCC useful for tasks such as speaker
recognition, emotion detection, and speech-to-text conversion [46]. In this study, the MFCC is
computed using the VOICEBOX toolbox in MATLAB. The speech signal is divided into 20ms farms
with 50% overlap, and the number of coefficients is 13.

We also extracted Pitch (Fundamental energy), zero crossing rate, and short-time energy from
the audio signal. Pitch represents the frequency of a sound. The lower the frequency, the lower the
pitch, and vice versa [8]. Pitch can vary due to differences in the shape and size of vocal cords as well
as how speakers use their vocal cords, for example, to express emotion when they speak [8]. The zero-
crossing rate is the rate at which a signal transits from positive to negative or vice versa within a
given time frame [49] (p. 4). It is the simplest method to distinguish between voiced and unvoiced
speech [50]. Zero crossing rates are low for the voiced part and high for the unvoiced part [51,52].
The short-time energy is the energy of a short speech segment. It is also used for detecting end points
of utterance [53]. The voiced part of the speech has high energy because of its periodicity, and the
unvoiced part of speech has low energy [52]. Both zero-crossing rate and energy are effective in the
separation of voiced and unvoiced speech. These four features are relatively robust across different
speakers, languages, and environmental conditions, which makes them suitable for a wide range of
speaker recognition applications. Also, these four features capture both spectral and temporal
characteristics of the voice [54].

Finally, all the features of Mel-frequency cepstral coefficients (MFCC), pitch, zero crossing rate,
and energy were combined. This provides a comprehensive representation of the audio, capturing
both spectral and temporal characteristics. The unified feature set is stored and serves as a solid
foundation for a variety of audio processing applications, such as speech recognition, speaker
recognition, emotion detection, and sound classification.


https://doi.org/10.20944/preprints202405.0877.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 13 May 2024 d0i:10.20944/preprints202405.0877.v1

VI. Performance Evaluation
A. Validation Using Different Microphones

To get an insight into how our algorithm works with audio signals acquired with other types of
microphones, we used the data collected using the mono-channel microphone. The dataset consists
of 539 audio recordings. The mono-channel microphone captures less noise than the original, and the
filtered signal is almost the same. The result of the mono-channel microphone audio signal, the SNR
result, is shown in Figure 11.

B. Comparison with the Traditional High-Pass Filter

Commonly, a high-pass filter (HPF) is used to remove unwanted lower-frequency noises or
components from the audio signal. It helps to remove the rumble and hum. HPF allows the higher-
frequency components to pass after a certain cut-off frequency, blocking the lower-frequency
components.

Here, we have applied a 4th-order Butterworth high-pass filter with a cut-off frequency of 150
Hz. Figure 12 shows the HPF's result at different cut-off frequencies.

C. Validation Using Local Dataset

We collected some local data from a noisy environment (cafeteria setting) to test our denoising
algorithm. We recorded eight adult speakers' voices using both mono and condenser-based
microphones. The recording length is 90s. This dataset is a real-world example. There are several
background noises containing people talking, walking, and other undefined noises. Figure 13 shows
the filtered audio signal and the SNR result of one subject.

D. Validation Using a Public Dataset

Further, we tested our algorithm with a publicly available data set. We have used the Speech
Enhancement and Assessment Resource (SpEAR) database Beta Release v1.0 noisy speech recordings
[55]. This database contains carefully selected samples of noise-corrupted speech with clean speech
references. In the noisy speech recordings, recorded speech, and recorded noise are acoustically
combined and re-recorded at various noise sources and different SNR levels. In this dataset, various
noises are added to the original signal.

E. Comparison with Deep Learning Model

To validate our algorithm, we have also tried a deep learning method to denoise the audio signal.
For the denoising, we have applied wave-u-net, which is 1D CNN and focuses on multiscale feature
extraction. Wave-U-Net is an adaptation of the U-Net architecture to the one-dimensional time
domain to perform end-to-end audio source separation. Through a series of down-sampling and up-
sampling blocks, which involve 1D convolutions combined with a down or up-sampling process,
features are computed on multiple scales or levels of abstraction and time resolution and combined
to make a prediction [56,57]. We utilized the MUSDB dataset to train the baseline model [58]. In this
process, 75 tracks were randomly selected from the training partition of the MUSDB multi-track
database for our training set, while the remaining 25 tracks were designated for the validation set.
Following the training phase, the model generated checkpoints at each epoch, capturing the
calculation results of the loss. From these checkpoints with the lowest losses, we executed the
prediction algorithm and applied our dataset as input for denoising. Figure 15 shows the filtering
output and the SNR result of the deep learning model.
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VII. Result

Figure 9 shows the before-and-after filtering results of one subject and the SNR results of the
original and filtered audio.
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Figure 9. Original and Filtered audio signal and SNR result of condenser-based microphone.
The original audio's mean SNR was 3.76 dB, but after filtering, it increased to 30.75 dB; the

standard deviation also increased from 8.08 to 14.54. Figure 10 gives the filtered and SNR results
before and after filtering of the same mono-channel microphone subject.


https://doi.org/10.20944/preprints202405.0877.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 13 May 2024 d0i:10.20944/preprints202405.0877.v1

10

Original speech signal
T T

b e 3
“oal LTI A R : ]
L e A
Il R0 R0 ARL JAEEISEER A .
seb e b b |
oot LTI S e | ]

04k s
o 10 20 30 40 50 60 70 80
Time in seconds

SNR plot for the input signal (Mean: 10.49, STD: 7.53)

SNR

- SNR Comparison between Input and Output

30 -
20
10F === ---[_ - === I Ve an SNR
Z B I  Standard Deviation

60 |
0 . . . . . . . . . .
1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
; 50 +
Number of time frame
SNR plot for the output signal (Mean: 46.35, STD: 17.01)
T T T T T T T T T T @ 40
=
L 4 &
of [ L o s
- v 30
Zaor .
2] 20
2 1

| . | . . | . . . |
1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0
Number of time frame Input Output

Figure 10. Original and Filtered audio signal and SNR result of mono-channel microphone.

The mono-channel microphone has less noise, so the mean SNR of the original audio is higher,
10.49 dB, than the condenser-based microphone. After filtering, it removed the rest of the noises, and
the output SNR increased to 46.35 dB. Figure 11 shows the result of the high-pass filter at 150 Hz cut-
off frequency.
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Figure 11. Result of HPF for a cut-off frequency of 150 Hz.
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After filtering, the mean SNR result decreased for each cut-off frequency. The mean SNR was
3.36 dB for the 150 Hz cut-off frequency. Figure 12 shows the filtering result of a locally collected
dataset.
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Figure 12. Original and Filtered audio signal and SNR result of local data.

The local dataset consists of varying noises, as it was collected in a real-world environment. The
result shows that after filtering, the unwanted background noises are removed, and the SNR
improves to 17.26 dB. Figure 13 shows the performance of our algorithm using a public dataset.
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SNR plot for the input signal (Mean: 0.48, STD: 3.35)
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Figure 13. Original and Filtered audio signal and SNR result of public dataset.

The improved mean SNR result of 2.66 dB suggested the filtering algorithm is performing well
for other datasets. Figure 14 shows the result of the deep learning wave-u-net model.
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Figure 14. Original and filtered audio signal and the SNR result of Wave-U-Net.After filtering using
a deep learning model, the mean SNR is 12.73 dB, which is less than our proposed model result.
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In parallel, we ran a speaker recognition algorithm through the dataset before and after filtering.
We used the VeriSpeak algorithm for speaker recognition and ran an N: N test throughout the
dataset. The result is shown in Table 1.

Table 1. VeriSpeak N to N match scores files of different subjects of Child Voice Dataset using Kalman

Filter.
Collection 14 Collection 13
Enroll and - . . .
Probe Original Filtered Original Filtered
Saml1 83 78.5 57.5 61.5
Sam2 80.5 80.5 117.5 127
Sam3 106.5 206.5 121.5 112
Sam4 72 77.5 114.5 110.5
Sam5 85.5 78.5 89.5 135

VIII. Discussion

The filter and SNR results of Figures 9 and 10 indicate that our algorithm works for both
microphone audio signals. We can see that after filtering, it removes the background noises and keeps
the speech part of the audio. Both the original and filter audio lengths are the same. From the result,
we can see that the mean SNR value of the original signal was 3.76 dB, and for the filtered audio, the
mean SNR was 30.75 dB. It means that the filtered audio signal has a higher level of signal power
relative to the noise power. In short, the filter applied to the audio signal has improved the signal
quality by reducing noise or enhancing the desired signal components.

Following the segmentation process in Figure 7, the pauses were removed, retaining only the
speech components. This effectively removes any remaining noise while also enhancing the audio
signal. From this speech signal, we extracted some features which are stored instead of the original
signal. This method uses the least amount of space while optimizing storage. In order to ensure
effective access and further analysis, the recorded features act as a representative and compressed
form of the speech signal. This method not only preserves important speech features but also shows
a way to data storage resource efficiency, which improves our algorithm's overall effectiveness and
usefulness.

The input of the mono channel microphone in Figure 10 shows the presence of some noise. We
obtained a 10.49 dB mean SNR result after filtering the SNR value, which increases to 46.35 dB. As
the mono-channel microphone captures less noise, the original and the filtered signal are almost the
same. There were a few noises that were captured by the microphone, and they were removed after
filtering.

In the traditional HPF from Figure 11, the filter only allows passing higher frequencies after
certain cut-off frequencies. There is a trade-off between noise reduction and loss of important
information. As the HPF only removes the lower frequency, the higher frequency noise still remains
in the signal. In some cases, we lose the original audio if the cut-off frequency is set too high. In
contrast to our algorithm, there is less chance of losing any important parameters of the audio
recordings.

We tested the performance on a locally collected dataset from the Clarkson University cafeteria,
which contained varying audio noises (Figure 12), as well as on a publicly available dataset (SpEAR),
where noise was introduced to clean audio signals at different decibel levels. In Figure 13, the subject
data shows pink noise added at 16 dB. After filtering, the noise was removed. From the SNR result,
we can see the improvement. The mean SNR result of noisy recording was 0.48 dB, and after filtering,
the SNR result improved to 2.66 dB. This result indicates that our algorithm is effective over a wide
range of datasets. Across each dataset, our algorithm consistently demonstrates an enhancement in
SNR after the filtering, highlighting its robust performance across diverse audio environments.
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In evaluating the efficiency of our method compared to the deep learning model, it is notable
that our approach performs well, significantly improving the SNR after filtering. The adaptability of
our algorithm further demonstrated its effectiveness across diverse datasets. These results
underscore the algorithm's efficacy in addressing real-world challenges with varying noisy
environments, proposing it as a valuable contribution to noise reduction techniques.

Although our denoising algorithm is performing well, some limitations need to be addressed.
As the data is collected in a school setting, some background noises have the same frequency level as
the speaker; this kind of noise is hard to remove. To address this issue in the future, we need to design
more advanced filters for multi-dominant denoising. In addition, we will explore the application of
deep learning methods for further denoising.

As the noise varies for all the subjects, it prevents fixing the parameters for preprocessing, which
increases the computational time. To address this, we will explore machine learning clustering
techniques to classify the subjects based on noise profiles and real-time monitoring systems for
dynamic parameters.

Furthermore, we need to expand the feature extraction approach. Expanding the feature will
improve and increase the adaptability for future applications. It may improve the dataset's usefulness
by including a wide range of attributes, providing a more complex and flexible tool for later research
and use.

IX. Conclusion

This study provides an open-source adaptive filtering method using the Kalman filter. The
resultant filtered signals demonstrate an improved SNR, showing the effectiveness of this filtering
technique in reducing the background noise and enhancing speech signal quality. After filtering, the
SNR result improves for all the subjects of the longitudinal dataset and also for other datasets.
Furthermore, the template features were extracted from the denoised dataset. This storage method
not only reduces the data footprint but also simplifies access for later, resulting in more efficient and
simplified processes for future applications.
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