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Abstract: This paper brings to fruition recently found [21] exact reduction of decaying turbulence in the Navier-
Stokes equation in 3 + 1 dimensions to a Number Theory problem of finding the statistical limit of the Euler
ensemble. We reformulate the Euler ensemble as a Markov chain and show the equivalence of this formulation
to the quantum statistical theory of N fermions on a ring, with an external field related to the random fractions
of 7t. We find the solution of this system in the turbulent limit N — co,v — 0 in terms of a complex trajectory
(instanton) providing a saddle point to the path integral over the density of these fermions. This results in an
analytic formula for the observable correlation function of vorticity in wavevector space. This is a full solution of
decaying turbulence from the first principle without approximations or fitted parameters. The energy spectrum
__dlogE for th
dlogt or the
energy decay as a function of time Figure 3. The asymptotic value of the effective index in energy decay n(o0) = %,

decays as k™ 2. We compute resulting integrals in Mathematica® and present effective index n(t) =

but the universal function n(t) is neither constant nor linear.
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1. Prologue

Turbulence seems a hopelessly complex problem. Here is a picture from a recent simulation
[36] that produced vortex lines of various shapes and sizes tangled like spaghetti.

Figure 1. The three-edimensional vortices in turbulent flow, from [36].

How could something so complex be described analytically?

The sheer complexity of this picture raises hopes of a simple statistical description.

Molecular dynamics with a large number of bodies is also hopelessly complex. Still, there is
a simple statistical description that becomes increasingly accurate as the complexity of the original
dynamical problem increases.

© 2024 by the author(s). Distributed under a Creative Commons CC BY license.
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As Maxwell, Boltzmann, and Gibbs discovered, Newton’s mechanics cover the energy surface
uniformly, given enough time. The rest of the statistical mechanics is a well-defined theory, though
sometimes computations are difficult, like critical phenomena.

So, why not use the same approach in case of the Navier-Stokes turbulence?

Unfortunately, there is no known analog of the Gibbs distribution in the case of the turbulent flow.

So, the cornerstone of the turbulence theory must be a replacement for the Gibbs distribution.

Hopf made the first step in this direction in 1952 (see the recent review in [33]). He wrote down a
functional equation satisfied by the probability distribution of the turbulent velocity field. Iterations
of this equation in the nonlinear term in the Navier-Stokes equation generate expansion in inverse
powers of viscosity, which is the opposite of our goal.

This equation is beautiful but mathematically as complex as the above picture of the vortex
spaghetti. This apparent complexity placed the turbulence high in a hierarchy of physics theories,
somewhere between the critical phenomena and the quark confinement problem.

Our theory, which started in 1993 (see Figure 2 for the history), says there is a much simpler
version of the Hopf equation (the loop equation), still sufficient to determine the statistics.

Hopf Equation NS Loop Momentum
Equation Loops.

QCD Loop
Equation

Euler Ensemble
vl

Instanton Fermi Ring

Figure 2. The path to the microscopic theory.

The loop equation is equivalent to the Schrodinger equation in loop space. This deep analogy is
not a poetic metaphor but a precise mathematical equivalence with far-reaching consequences, such as
quantum oscillations in the decaying energy spectrum in classical turbulence.

We will present here and investigate the quantum statistical system satisfying the loop equation
of the classical Navier-Stokes theory and leading to an analytic expression for the observable energy
spectrum.
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Figure 3. Green curve is the effective index n(t) = —td;log € — 1 as a function of time.
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Figure 4. Data for effective index n(t) = —td;log £ — 1 as compiled in [34]. The green curve matches
our prediction in Figure 3.

2. Summary

Here are the main results reported in this paper.

* We review the theory of Navier-Stokes loop equation, its relation to the Hopf functional equation,
and the representation of the loop functional in terms of momentum loop.

* We present the solution of the loop equation in the inviscid limit of the three-dimensional Navier-
Stokes theory in terms of the Euler ensemble. This ensemble consists of a one-dimensional ring
of Ising spins in an external field related to random fractions of 7.

* We reduced the Markov process for the Euler ensemble in its fermionic representation (60) to the
path integral.

¢ This path integral in the continuum limit is dominated by a complex classical trajectory (instan-
ton), satisfying a nonlinear ODE (130).

* We solved this classical equation corresponding to the vorticity correlation function and found
the spectrum of the linear operator for small fluctuations around this solution.

* We computed the instanton’s contribution to the vorticity correlation function by using zeta
regularization of the functional determinant of this linearized operator.

¢ The continuum limit of this solution, N — o, corresponds to the inviscid limit of the decaying
turbulence in the Navier-Stokes equation. Effective turbulent viscosity is 7 = vN? — const .
There are no quantum corrections to this instanton contribution in the turbulent limit.

® We derived an analytic formula for energy spectrum and dissipation in finite system (233a),
(233¢), (223) and investigated it in Appendix A, B,C.

® The energy spectrum decays asymptotically as

()"

Vi

( const k7% — const k™ *? + ) Re WnKSJrltn)
n

where x = kv/7t and £t are imaginary parts of nontrivial zeros of the { function.

e The total remaining energy decays as t /4, but the effective index n(t) = — ‘fillzif is a nontrivial

function of log t approaching n(oo) = 7/4, see Figure 3).
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3. Introduction

Our paper will have two introductions: one for physicists and another for mathematicians.

The physics introduction discusses the possible correspondence between our theory and decaying
turbulence as observed in real or numerical experiments. For a physicist, this theory provides a solution
of the Hopf functional equation for the statistical distribution of velocity field in the unforced Navier-
Stokes equation. There are strong indications that our theory applies to one of the two universality
classes observed in these experiments.

The second introduction summarizes the mathematics behind the loop equation [19] and its
solution [21] in terms of the Euler ensemble. This introduction is addressed to mathematicians, who
can skip the first introduction and study this ensemble as a new Number Theory set with a conjectured
relation to the decaying turbulence.

There is a third category of readers: applied mathematicians and engineers who are not interested
in abstract theories but want to have some data and/or formulas to compute the energy decay curve.
These readers could go directly to the last section 7 where they will find final formulas (233c),(233a)
and the Mathematica®code [24], which allows to compute both the spectrum and the dissipation.

The fourth category (my favorite) is curious but skeptical readers who doubt that quantum tricks
can solve the hardest problem of classical physics. These readers would still have questions, even after
reviewing this paper’s lengthy computations. There is the last section 8, where some of their questions
are answered.

3.1. Physical Introduction. The Energy Flow and Random Vorticity Structures

The decaying turbulence is an old subject addressed before within a weak turbulence framework
(truncated perturbative expansion in inverse powers of viscosity v in the forced Navier-Stokes equa-
tion). Some phenomenological models were also fitted to the experiments: see the recent review of
these models and the experimental data in [34].

The perturbative approach is inadequate for the turbulence theory, which must be built by solving
the Navier-Stokes equations in the strong coupling limit v — 0, opposite to the weak coupling. The
problem of universality of the strong turbulence with and without random forcing is the first question
to ask when building such a theory.

The experimental data for the energy decay in turbulent flows, fitted in [34] suggest the decay of
the dissipation rate E ~ ¢ =" with n ~ 1.2 or 1.6 depending on initial conditions (finite total momentum
¢ Gd°r or zero total momentum but finite total angular momentum [ 7 x 7d°r). So, two universality
classes of decaying turbulence were observed in these experiments.

It is unclear which data in [34] (if any) reached the strong turbulence limit corresponding to our
regime. It is also possible that the stochastic forces added to the Navier-Stokes equation in simulations
pollute the decaying turbulence. By design, these forces were supposed to trigger and amplify the
spontaneous stochasticity of the turbulent flow. However, in our theory [21], this natural stochasticity
is related to a dual quantum system and is discrete.

The Gaussian forcing with a continuous wavevector spectrum can distort these quantum stochastic
phenomena as these forces stir the flow "with a large dirty spoon" all over the space at every moment.
With forcing turned off at some moment and the turbulence reaching the universal stage in its
subsequent decay, the energy dissipation would occur in vorticity structures deep inside the volume
by the pure turbulent dynamics we are studying.

Some recent DNS reviewed in [34] used such a setup, with forcing turned off. They observed
subsequent energy dissipation, apparently reaching one of the two universal regimes (with spectrum
starting as k2 or k4), presumably due to these random vorticity structures.

The following calculation supports this scenario. The energy balance in the pure Navier-Stokes
reduces to the energy dissipation by the enstrophy in the bulk, compensated by the energy pumping
by forces from the boundary (say, the large sphere around the flow).
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The general identity, which follows from the Navier-Stokes if one multiplies both sides by 7 and
averages over an infinite time interval, reads:

/Vd3r<1/&')2> =— /Vd3ralg<vlg (p + 1/203‘) + v (9p0n — a“vﬁ)> (1)

By the Stokes theorem, the right side reduces to the flow through the boundary oV of the
integration region V. The left side is the dissipation in this volume, so we find:

gy = — /av 4z - (3(p+1/20% ) +v@ x 5) @)

This identity holds for an arbitrary volume. The left side represents the viscous dissipation inside
V, while the right represents the energy flow through the boundary 9V

If there is a finite collection of vortex structures in the bulk, we can expand this volume to an
infinite sphere; in this case, the & x ¥ term drops as there is no vorticity at infinity.

Furthermore, the velocity in the Biot-Savart law decreases as || =2 at infinity, so that only the 7p
term survives

() =~ [ do- (@) ®

This energy flow on the right side will stay finite in the limit of the expanding sphere in case the

pressure grows as p — — f - 7, where f is the local force at a given point on a large sphere.

() = fy lim R® 2”“”ﬁ<UB(Rﬁ)> (4)

R—o0

Where did we lose the Kolmogorov energy flow? It is still there for any finite volume surrounding
the vortex sheet

<SV /d3 vﬁaﬁp+vavﬁ8ﬁva>:
— [ Pr{veogdzue —/ iz - (7 5
/V 7(0a0pdBTN ) 97 (Tp) (5)

The first term is the Kolmogorov energy flow inside the volume V, and the second is the energy flow
through the boundary.

Without finite force f acting on the boundary, say, with periodic boundary conditions, the
boundary integral would be absent, and we would recover the Kolmogorov relation.

<U“Uﬂaﬂva> = V>/ (6)

This relation, together with space symmetry properties in R; leads to the Kolmogorov three-point
correlation

S S o & 2
<Uu¢(7’0)vﬁ<7’0)07(7’ + 7’0)> = m (50{77‘3 + (5‘571’04 - d&qﬁr'y)} (7)

In the conventional approach, based on the time averaging of the Navier-Stokes equations, the

periodic Gaussian random force f (7,t) is added to the right side. In this case, with periodic boundary
conditions

(Ey) = / dr(vgdpp — vpfa(F,t) + vavpOpVN) = / dr(vpfp(7 1)) (8)

do0i:10.20944/preprints202312.1012.v7
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In the limit when the force becomes uniform in space, we recover another definition with £ = f . ﬁ,
where P = [, dr7 is a total momentum.

The turbulence phenomenon we study is a universal spontaneous stochasticity independent of
the boundary conditions.

As long as there is an energy flow from the boundaries, the confined turbulence in the middle
would dissipate this flow in singular vortex tubes. The spontaneous stochasticity results from the
random distribution of these singular tubes inside the volume in the velocity flow picture [22]. In the
dual picture of our recent theory [21], these are the random gaps in the momentum curve P(6) (see
below).

The relation between the energy pumping on the large sphere and the distribution of the vortex
blobs in bulk follows from the Biot-Savart integral

@(r")

— O 3./
i(r) = Vx/drélin\r—ﬂ

©)
In case there is a finite total momentum of the fluid, there will also be a constant velocity added to the
Biot-Savart integral. We are considering the fluid at rest, where no such term exists. Therefore, our
theory belongs to the k* universality class.
On a large sphere 0V with radius R — oo,
lim R?G(Rii) o
R—o0
1

I Y / Pr@(r') x (F— <7 >piop); (10)

7T
blobs blob

Here < 7 >p)0p is the geometric center of each blob. Substituting this into the identity (4), we directly
relate the energy pumping with the forces at the boundary and the blob’s dipole moments of vorticity.

No forcing inside the flow is needed for this energy pumping; the energy flow starts at the
boundary and propagates to numerous singular vorticity blobs, where it is finally dissipated. The
distribution of these vorticity blobs is all we need for the turbulence theory. The forcing is required
only as a boundary condition at infinity.

These assumptions about confined turbulence as stochastic dynamics of isolated vortex structures
were confirmed in a beautiful experimental work by William Irvine and collaborators at Chicago
University ([14]). The energy was pumped in by vortex rings flying from eight corners of a large glass
cube and colliding in the center, making a turbulent blob.

They measured the (approximately) Kolmogorov energy spectrum, proving that periodic bound-
ary conditions were unnecessary.

The latest paper [15] also observed how the singular vortex structures move and reconnect inside
this confined turbulence.

As for the decaying turbulence, these authors observed (William Irvine, private communication)
two distinct decay regimes, not just a single power law like the old works [34].

Another critical comment: with the velocity correlations growing with distance by the approxi-
mate K41 law, even the forcing at the remote boundary would influence the potential part of velocity
in bulk. This boundary influence makes the energy cascade picture non-universal; it may depend upon
the statistics of the random forcing.

Two asymptotic regimes manifesting this non-universality were observed for the energy spectrum
E(k, t): one for initial spectrum E(k,0) « k? and another for E(k,0) « k*. The potential velocity part
differs for these regimes, as the first adds a constant velocity to the Biot-Savart integral. In the general
case, it will be a harmonic potential flow with certain boundary conditions at infinity, with explicit
continuous dependence of the boundary forces.
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Only the statistics of the rotational part of velocity, i.e., vorticity, could reach some universal
regime independent of the boundary conditions at infinity. Certain discrete universality classes could
exist as it is common to all in critical phenomena.

Unlike the potential part of velocity, the vorticity is localized in singular regions — tubes and sheets,
sparsely filling the space, as observed in numerical simulations. The potential part of velocity drops in
the loop equations, and the remaining stochastic motion of the velocity circulation is equivalent to
the vorticity statistics. Therefore, our solutions [21] of the loop equations [19,20] describe the internal
stochastization of the decaying turbulence by a dual discrete system.

3.2. Mathematical Introduction. The Loop Equation and Its Solution

We derived a functional equation for the so-called loop average or Wilson loop in turbulence a
while ago. All the references to our previous works can be found in a recent review paper [20].

The path to an exact solution by a dimensional reduction in this equation was proposed in the
1993 paper but has just been explored (see Figure 2). At the time, we could not compare a theory
with anything but crude measurements in physical and numerical experiments at modest Reynolds
numbers. All these experiments agreed with the K41 scaling, so the exotic equation based on unjustified
methods of quantum field theory was premature. The specific prediction of the Loop equation, namely
the Area law, could not be verified in DNS at the time with existing computer power.

The situation has changed over the last decades. No alternative microscopic theory based on the
Navier-Stokes equation emerged, but our understanding of the strong turbulence phenomena grew
significantly. On the other hand, the loop equations technology in the gauge theory also advanced
over the last decades. The correspondence between the loop space functionals and the original vector
fields was better understood, and various solutions to the gauge loop equations were found. In
particular, the momentum loop equation was developed, similar to our momentum loop used below
[17,18]. Recently, some numerical methods were found to solve loop equations beyond perturbation
theory [2,12]. The loop dynamics was extended to quantum gravity, where it was used to study
nonperturbative phenomena [4,37].

All these old and new developments made loop equations a major nonperturbative approach to
gauge field theory. So, it is time to revive the hibernating theory of the loop equations in turbulence,
where these equations are much simpler. The latest DNS [3,10,11,30] with Reynolds numbers of tens of
thousands revealed and quantified violations of the K41 scaling laws. These numerical experiments
are in agreement with so-called multifractal scaling laws [35].

Theoretically, we studied the loop equation in the confinement region (large circulation over large
loop C) and justified the Area law suggested in "93 on heuristic arguments. This law says that the tails
of velocity circulation PDF in the confinement region are functions of the minimal area inside this loop.
It was verified in DNS few years ago [11], which triggered the further development of the geometric
theory of turbulence[3,20,30]. In particular, the Area law was justified for flat and quadratic minimal
surfaces, and an exact scaling law in confinement region I' « v/ Area was derived [20]. The area law
was verified with better precision in [10].

In the previous paper, [21], we have found a family of exact solutions of the loop equation for
decaying turbulence [19,20]. This family describes a fixed trajectory of solutions with the universal
time decay factor. The solutions are formulated in terms of the Wilson loop or loop average

¥[y,C] = <exp< fdc 9)))>mit; (11)
¥y, C] = <exp(lv7 f dé(@)ﬁ(g)) >E; (12)

In the first equation (the definition), the averaging (...) goes over initial data for the solutions of the
Navier-Stokes equatlon for velocity field (7). In the second one (the solution), the averaging goes over
the space of solutions P(8) of the loop equation [21]. We choose in this paper the parametrization of
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the loop with ¢ = % to match with the fermionic coordinates below (the parametrization is arbitrary,
in virtue of parametric invariance of the loop dynamics).
The loop equation for the momentum loop P(8) follows from the Navier-Stokes equation for 7

02
at’(),x = Vaﬁwﬁ“ — ’(J'BUJ‘B“ - a,x (P + 2'B>, (13)
000y = 0; (14)
wﬁa = a/g‘()a — a,ﬂ)/g (15)

After some transformations, replacing velocity and vorticity with the functional derivatives of the loop
functional, we found the following momentum loop equation in [20,21]

v9;P = —4*(AP)?P + AP (7213 - AD + 17 (ujAgf)z - 132) ); (16)
P(o) = w; (17)
AP(9) = P(6%) — P(67); (18)

The momentum loop has a discontinuity AP(6) at every parameter 0 < 6 < 1, making it a fractal
curve in complex space C;. The details can be found in [20,21]. We will skip the arguments ¢, § in these
loop equations, as there is no explicit dependence of these equations on either of these variables.

This Anzatz represents a plane wave in loop space, solving the loop equation for the Wilson loop
due to the lack of direct dependence of the loop operator on the shape of the loop.

The superposition of these plane wave solutions would solve the Cauchy problem in loop space:
find the stochastic function P() at t = 0, providing the initial velocity field distribution. Formally, the
initial distribution Wo[P] of the momentum field P(6) is given by inverse functional Fourier transform.

WolP] = [ DCE(E0NYIC,Thmoexp (=2 [ ac(e)-Plo)) 1)

This path integral was computed in [20,21] for a special stochastic solution of the Navier-Stokes
equation: the global rotation with Gaussian random rotation matrix. The initial velocity distribution
is Gaussian, with a slowly varying correlation function. The corresponding loop field reads (we set
v = 1 for simplicity in this section)

1 . . B B
¥o[C] = ¥[C, 1)i—o = exp <—2U2 /CdC(G) -dC(e")f(C(0) - C(e’))> (20)
where f(7) is the velocity correlation function

<va(r)vﬁ(r')> = (5043 — aaaﬁaijz)f(r —7) (21)

The potential part drops out in the closed loop integral. The correlation function varies at the
macroscopic scale, which means that one could expand it in the Taylor series

flr=7) = fo—filr—1)+... (22)
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The first term f is proportional to initial energy density,
() =" @)
and the second one is proportional to initial energy dissipation rate &
fi = 5T @)

where d = 3 is the dimension of space. The constant term in (22) as well as 2 + '? terms drop from
the closed loop integral, so we are left with the cross-term 77/, which reduces to a full square

Yo[C] — exp (—1{; <7§ dCa(G)Cﬁ(9)>2> (25)

This distribution is almost Gaussian: it reduces to Gaussian one by extra integration

¥o[C] — const /(d(l)) exp(—(pzﬁ) exp (21\{/ﬁ¢yu]§dc},(9)cv(9)> (26)

The integration here involves all @ = 3 independent « < B components of the antisymmetric
tensor ¢,5. Note that this is ordinary integration, not the functional one.

This distribution can be translated into the momentum loop space. Here is the resulting stochastic
function P(6), defined by the Fourier expansion on the circle

PD&(G) = Z Ptx,neme + sz,neime; (27)
odd n=1
an = N(O, 1); (28)
_ 4/f
Pa,n = oy 4704,5P/5,n; (29)
Pap = —Ppas (30)
$ap = N(0,1)Va < ; (31)

At fixed tensor ¢ the correlations are

_4/h

<Pa,npﬁ,m>t:0* = (Snm(i’aﬁ} (32)
<Pa(9)P/5(9’)>t:0 = 21@%5 sign(0' — 0); (33)
¥o[C] = L 4 ace)B(e 34

)= (e facwre)) en

Though this special solution does not describe isotropic turbulence, it helps understand the mathemat-
ical properties of the loop technology. In particular, it shows the significance of the discontinuities of
the momentum loop P(6).

Rather than solving the Cauchy problem, we are looking for an attractor: the fixed trajectory for
P(6,t) with some universal probability distribution related to the decaying turbulence statistics.

The following transformation reveals the hidden scaling invariance of decaying turbulence

P= (35)
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The new vector function E satisfies an equation
20.F = (1— (Aﬁ)z)ﬁ+Aﬁ 2F . AF +1 (F-AFp -2 |; (36)
T ’)/ r)/ AﬁZ 7
T = log(t +to) (37)

This equation is invariant under translations of the new variable T = log(t + t), corresponding
to the rescaling/translation of the original time.

t=At+ (A -1ty (38)

There are two consequences of this invariance.

e There is a fixed point for F.
¢ The approach to this fixed point is exponential in T, which is power-like in original time.

Both of these properties were used in [21]: the first one was used to find a fixed point, and the second
one was used to derive the spectral equation for the anomalous dimensions A; of decay t~*i of the
small deviations from these fixed points. In this paper, we only consider the fixed point, leaving the
exciting problem of the spectrum of anomalous dimensions for future research.

3.3. the Big and Small Euler Ensembles

Let us remember the basic properties of the fixed point for F in [21]. It is defined as a limit N — oo
of the polygon Fy ... Fy = Fy with the following vertices

{COS(DCk),Sin(D‘k>/ icos(g) }

ﬁk = ; (39)
25in(§)

9k=;;ﬁ=zzp;N—>oo; (40)

W1 = ap +0f; o = £1, BY oy = 27pr; (41)

The parameters Q, p,q,%,00...0N = 0y are random, making this solution for F (0) a fixed manifold
rather than a fixed point. We suggested calling this manifold the big Euler ensemble of just the Euler
ensemble.

It is a fixed point of (36) with the discrete version of discontinuity and principal value:

AF = Fpq — B (42)
F= w (43)

Both terms of the right side (36) vanish; the term proportional to AF and the term proportional to F.
Otherwise, we would have F || AF, leading to zero vorticity [21]. The ensemble of all the different
solutions is called the big Euler ensemble. The integer numbers 0, = +1 came as the solution of the
loop equation, and the requirement of the rational £ came from the periodicity requirement.

We can use integration (summation) by parts to write the circulation as follows (in virtue of
periodicity):

f dc(6) - B(6) = — f dB(0) - C(6); (44)

ZACkﬁk = —?{Aﬁk . ék; (45)
k

do0i:10.20944/preprints202312.1012.v7
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A remarkable property of this solution P(6, t) of the loop equation is that even though it satisfies
the complex equation and has an imaginary part, the resulting circulation (44) is real! The imaginary
part of the P(6,t) does not depend on @ and thus drops from the integral § dC(0)-P(6,1).

There is, in general, a larger manifold of periodic solutions to the discrete loop equation, which
has all three components of F; complex and varying along the polygon.

We could not find a global parametrization of such a solution'. Instead, we generated it numeri-
cally by taking a planar closed polygon and evolving its vertices F; by a stochastic process in the local
tangent plane to the surface of the equations in multi-dimensional complex space.

We could not submit such a solution to an extra restriction Im F, = const needed to make
circulation real. We cannot prove that such a general solution does not exist but rather take the Euler
ensemble as a working hypothesis and investigate its properties.

This ensemble can be solved analytically in the statistical limit and has nice physical properties,
matching the expected behavior of the decaying turbulence solution.

We assign equal weights to all elements of this set; we call this conjecture the ergodic hypothesis.
This prescription is similar to assigning equal weights to each triangulation of curved space with
the same topology in dynamically triangulated quantum gravity [1]. Mathematically, this is the
most symmetric weight assignment, and there are general expectations that various discrete theories
converge into the same symmetry classes of continuum theories in the statistical limit. This method
works remarkably well in two dimensions, providing the same correlation functions as continuum
gravity (Liouville theory).

The fractions % with fixed denominator are counted by Euler totient function ¢(q) [9]

g—1 1
¢(q) = Zl=q]—1(l—>; (46)
p=1 plg P
(pa)

For example ¢(16) = 8 and ¢(17) = 16.

In some cases, one can analytically average over spins ¢ in the big Euler ensemble, reducing the
problem to computations of averages over the small Euler ensemble £(N) : N, p, q, r with the measure
induced by averaging over the spins in the big Euler ensemble.

In this paper, we perform this averaging over ¢ analytically, without any approximations, reducing
it to a partition function of a certain quantum mechanical system with Fermi particles. This partition
function is calculable using a WKB approximation in the statistical limit N — co.

4. The Markov Chain and Its Fermionic Representation

Here is a new representation of the Euler ensemble, leading us to the exact analytic solution

below.
We start by replacing independent random variables ¢ with fixed sum by a Markov process, as
suggested in [21]. We start with n random values of 0; = 1 and remaining N — n values of 0; = —1.

Instead of averaging over all of these values simultaneously, we follow a Markov process of picking
ON, . ..01 one after another. At each step, there willbe M = N, ...0 remaining c. We get a transition
n = n — 1 with probability {; and n = n with complementary probability.

1 Nikita Nekrasov (private communication) suggested to me an algorithm of generating this solution as a set of adjacent

triangles in complex 3-space and pointed out an invariant measure in phase space, made of lengths of shared sides and
angles between them. Unfortunately, this beautiful construction does not guarantee real circulation, requiring further study.
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Multiplying these probabilities and summing all histories of the Markov process is equivalent to
the computation of the product of the Markov matrices

N
TT (M) )
M=1
QUM ) = M)+ Lo - 1), 8)

This Markov process will be random until # = 0. After that, all remaining o} will have negative signs
and be taken with probability 1, keeping n = 0.
The expectation value of some function X ({c}) reduces to the matrix product

N, N

#{x) = 1o (1T 0000 ) - o )
n=0 M=1

QM) - Xl = 2 X(on = 1)l 1) + M X oy - 1)) (50)

Here N; = (N + Y. 07)/2 = (N + qr)/2 is the number of positive sigmas. The operator Q(M)
sets in X|n) the variable o to 1 with probability 7 and to —1 with complementary probability. The
generalization of the Markov matrix Q(M) to the operator Q(M) will be presented shortly.

Once the whole product is applied to X, all the sigma variables in all terms will be specified so
that the result will be a number.

This Markov process is implemented as a computer code in [6], leading to a fast simulation with
O(NY) memory requirement.

Now, we observe that quantum Fermi statistics can represent the Markov chain of Ising variables.
Let us construct the operator Q(M) with Fermionic creation and annihilation operators, with occupa-
tion numbers v = (1 + 0;)/2 = (0,1). These operators obey (anti)commutation relations, and they
create/annihilate o = 1 state as follows (with Kronecker delta é[n] = 6,,):

|oi.af] =y (51)
[ai,a)), = [alaf] =0; 52)
atloy, ..., on) = 6[on +1]|oq,...,00 = 1,...00); (53)
anloy, ..., oN) = 8[on — 1|0, ..., 00 = —1,...0N); (54)
Oy = ajan; (55)
Dulo,...,on) = 8lon — 1]|oq, ..., 0N) (56)

The number (M) of positive sigmas Y, 5[o; — 1] coincides with the occupation number of
these Fermi particles.

M
aM) =Y (57)
I=1
This relation leads to the representation
A . a(M) M —n(M)
QM) = tm—p= + (1= Om) —— (58)
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The variables 0; can also be expressed in terms of this operator algebra by using
0 =20 -1 (59)

The Wilson loop in (11) can now be represented as an average over the small Euler ensemble £(N) of a
quantum trace expression

, (60)

P
Z(s) = ?{Z—j; exp <1w (Z o] — s) ; (61)

1
AG = c(”Nl) —6<IZV), (©2)
. v  F oA
Pi(t) = m#/ 0 e€0(3), (63)
- cos(&;),sin(&;),0
7= {cos( l). ﬁ( ) }, (64)
251n<§)
E(N): p.qre€Z with 0<p<g<N,ged(p,q)=1 —N<gr<N, (65)
-1
= BY (20 —1); (66)
k=1

The last component of the vector Fis set to 0 as this component does not depend on I and yields
zero in the sum over the loop ¥; AC; = 0.

The proof of equivalence to the combinatorial formula with an average over 0; = £1 can be given
using the following Lemma (obvious for a physicist).

Lemma 1. The operators ¥; all commute with each other.
Proof. Using commutation relations, we can write
0,0 + + + t ot
ViVy = 4 (Jln - anal)an =a anfsln —aya,ain (67)

Interchanging indexes /, n in this relation, we see that the first term does not change due to Kronecker
delta, and the second term does not change because a}L, a; anti-commute, as well as a;, a,,, so the second
term is symmetric as well. Therefore, #;7,, = 0,0, O
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Theorem 1. The trace formula (60) equals the expectation value of the momentum loop ansatz (12), (35), (39)
in the big Euler ensemble.

Proof. As all the operators ?; commute with each other, the operators Q(M) can be applied in arbitrary
order to the states & = |0y, ...0)y) involved in the trace. The same is true about individual terms
in the circulation in the exponential of the Wilson loop. These terms F; involve the operators &;,
which commute with each other and with each Q(M). Thus, we can use the ordered product of the
operators G; = Q(I) exp (1(4}?71 + %A(_fl : 731(1‘)) Each of the operators G; acting in turn on arbitrary
state X will create two terms with é[o; = 1]. The exponential in G; will involve o,k < 1. As a
result of the application of the operator Z; = ch:l Gy to the state vector ¥ we get 2! terms with
p ch:l Slox — 1kl mx = £1. The factors Z; will involve only &, k < I, which are all reduced to 7, k < I
in virtue of the product of the Kronecker deltas. Multiplying all operators Gy will lead to superposition
[Ty of 2N terms, each with product [TY_; d[oam — 17um] with various choices of the signs 77; = +1 for each
i. Furthermore, the product of Kronecker deltas will project the total sum of 2N combinations of the
states X in the trace tr . . . to a single term corresponding to a particular history #y, ... #77x of the Markov
process. The product of Kronecker deltas in each history will be multiplied by the same state vector X,

by the product of Markov transition probabilities, and by the exponential exp (% Y ACG-Q- P (t))

with the operators & in Py(t) replaced by numbers # leading to the usual numeric P, (). The transition
probabilities of the Markov process are designed to reproduce combinatorial probabilities of random
sigmas, adding up to one after summation over histories [31]. The integration over w will produce
O[Y; 1 — s]. This delta function will reduce the trace to the required sum over all histories of the
Markov process with a fixed }; ;. O

We have found a third vertex of the triangle of equivalent theories: the decaying turbulence in
three-dimensional space, the fractal curve in complex space, and Fermi particles on a ring. By degrees
of freedom, this is a one-dimensional Fermi-gas in the statistical limit N — co. However, there is no
local Hamiltonian in this quantum partition function, just a trace of certain products of operators in
Fock space. So, an algebraic (or quantum statistical) problem remains to find the continuum limit of
this theory of the fermion ring.

This problem is addressed in the next section.

5. The Continuum Limit

As we shall shortly see, in the continuum limit N — oo, the accumulated numbers of Fermi
particles v = 1 and Dirac holes v, = 0 tend to some classical functions of "position" ¢ = %, leading to
the exact solution.

5.1. Path Integral over Markov Histories

Let us represent the product Iy of the transitional probabilities of the particular history of the

Markov processes as follows (with ny = n4 (1), Any = —1)
Iy = exp(NAN); (68)
1 ny n_ )
AN = N;(Ai’hr 10g(n++m> +A1’17 log(n++n_>>, (69)
ny =)y vi (70)
k<l
n_ = Z(l - l/k),' (71)

k<I
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These 1+ are net numbers of 7 = £1 in terms of Ising spins or occupation numbers v, = (1,0) in
the Fermi representation. There is an extra constraint on the Markov process

ny+n_ =1Vl (72)

which follows from the above definition in terms of the occupation numbers. We can redefine n+ as N
times the piecewise constant functions.

ny = Nf1(8); (73)
g,
f+(¢) = Z N (74)
! 1/
Lo(ry) L 7
0<¢< 1, (76)

The sums can be rewritten as Lebesgue integrals

AN—/ (df (f:)log(f*( )) +df<€)log<f€(§))) 77)

The sum over histories of the Markov process will become a path integral over the difference

¢ = f+(&) - f- (%)

W‘:Zil exp (N(AN + lA§\P>> - / D¢ exp (N(AN + ZAS))) (78)

This path integral will be dominated by the "classical history," maximizing the product of transi-
tional probabilities if such a classical trajectory exists.
The first term (without the circulation term) brings the variational problem

rn;x AN[9]; (79)
TNIAN

Anlgl = /d§< 2z 108 (c)+ 51g<c>> (®0)

£o(0) = 2E =) (81)

AGEL 52)

This problem is, however, a degenerate one, as the functional reduces to the integral of the total
derivative:

SANI[P] .

@) ®)
0 1

AN[§] :/1 d(f+log f+ +f7108f7)+1+/0 d¢log¢ =

—%(1 —5)log(1—s) — %(1+S)log(1 +5) +log(2); (84)

It depends on the boundary condition ¢(0) = 0,¢(1) = s but not on the shape of ¢(¢).
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This expression matches the Stirling formula for the logarithm of the binomial coefficient in the
combinatorial solution [21] for the Euler ensemble

N
. log (N(1 +s)/2> _ _%(1 g

1
Jm N log(1—s) — E(l +5)log(1+s) +log(2) (85)

This A(s) = Aw(s) is a smooth even function of s taking positive values from A(£1) = 0 to the
maximal value A(0) = log(2) (see Figure 5).

-1.0 -05 0.5 1.0

Figure 5. The plot of the function A(s). As required, it is positive, takes a maximal value log(2) at
s = 0, and vanishes at both ends s = +1 of the physical region.

Now, let us add the circulation term to the exponential of the partition function (60). This term can
be directly expressed in terms of the difference between our two densities N¢(&) = Nf(§) — Nf—(&):

(1) _ ot [t 2z
NA 9, Col = 2 [ daCa(@) F(@) (86)
1‘:’(6) _ {Sln(.BN(P(zgil)l;c(:Zs/(z.B)Nqb(g))r0}’ (87)
Ca(0) = - C(6); (88)

The key assumption is, of course, the existence of the smooth limit of the charge density ¢(¢) of
these fermions when they are densely covering this loop.

We are working with a(¢) = BN¢(¢) in the following.

The measure for paths [Da] is undetermined. The derivatives of these alphas were quantized in
the original Fermi theory: each step a/(¢) ~ NAx = NBo = £NB.

As we demonstrate below, in continuum theory, this discrete distribution can be replaced by a
Gaussian distribution with the same mean square

1\2
al:gNﬁ — / dﬂél exp ( 2(:]2)132 ) (89)

To demonstrate that, we consider in the critical region f> ~ N~! — 0 the most general term that arises
in the moments of the circulation in (86) (see [5] for some exact computations of these moments)

27N Y exp (z,B Zkial) = Hcos Bk; — exp (—[32/2 Zkf) (90)

gi==+1

where k; are some integers. With a large number N of these integers, the sum in the exponential
becomes an integral which is equivalent to a Gaussian integral



Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 3 April 2024 d0i:10.20944/preprints202312.1012.v7

17 of 44

exp <—ﬁ2/22k12) = H/j:o j% exp(—aiz/2> exp(1Bk;o;) — exp(—Nﬁz/Z /01 dé‘k((j)zb‘?l)

We arrive at the standard path integral measure

AV
Jiow = [ Du@rew (- [ denls ) ©)
Dalexp(iN [} dza(F)K(E
] P(lf[gx] " ()) —eXP<—1/2N2/ dCldCZK(Cl)K(CZ)G(CL62)); (93)
G(81,82) = (a(G1)a(82)); (94)

The next section will compute this Green'’s function G(&1, &2).
Thus, we arrive at the following path integral in the continuum limit

1 !
). / dQ/[Da] exp (1 Jo 4¢1m (Cq(§) eXp(ZMC))))

p<a(pA)co) 2sin(7tp/q)\/2v(t + to)

|/sz
P<‘7(P‘7

Ca(0) =O-C0)-{1,1,0}; (96)

¥[C] =

(95)

We get the U(1) statistical model with the boundary condition «(1) = «(0) + BNs. The period
BNs = 2mtpr is a multiple of 27t, which is irrelevant at N — oco. The effective potential for this theory is
a linear function of the loop slope C’(&).

This model is yet another representation of the Euler ensemble, suitable for the continuum limit.

5.2. Matching Path Integral with Combinatorial Sums in Big Euler Ensemble

The results of the path integration over « must match the combinatorial calculations with 07 = £1
in the limit of large N. Without the interaction provided by the circulation term in (95), this path
integral is dominated by a linear trajectory

aci(§) = PNCs; (97)

We already saw the match between the classical Action Ax[¢ (&) = ¢s| and the asymptotic value
of the logarithm of the Binomial coefficient of the combinatorial solution for the sum over ¢ variables.
Let us verify some examples of the expectation values over . The simplest is (with n # m)

<aﬂUm>Za:Ns (98)

The direct calculation using methods of [5,21] leads to

— diw 1wNs o .2 . (1 — NSz)
(Unam)):U:Ns = 77t cos((N —2)w) sin”(w) = INZN(I = ) % N+ Ns B )9)

_j{ ¢ONS cos(Nw) = 2- N<%(SNN+ N)> (100)
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Using Gamma function properties, this ratio simplifies to
Ns? -1
101
N_1 (101)
This result can be derived from symmetry without any integration.
(0n0m)y pns = AN, 8)(1 = nm) + Onm; (102)
Y (0n0m)y s = N> = A(N,s)N(N—1)+ N (103)
n,m
Ns? —1
A = 104
The same limit A(co,s) = s? follows from the classical trajectory
agy(8) gy (&) 2
Let us consider less trivial example [5,21]
m—1
Upm — 2 exp(iay ,); (106)
k=n
k
e =B Y 01; (107)
i

We shall set s = 0, as this is the leading contribution to the partition function. The expectation value of
Uy, in our continuum limit becomes

) &2
(Unm) = N /é dE (exp(1(8))) = N /g dg exp(—1/2G(&,€)) (108)

Here G(&1, &) is the Green’s function corresponding to a 1D particle on a line interval ¢ € (0,1),
introduced in the previous section. It satisfies the equation, which follows from our Gaussian Action

RG(E, &) = —BNs(E —¢); (109)
G(0,¢") = G(¢,0) =0; (110)
The solution is
G(& &) =11pN(E+¢& —15-¢) (111)
Thus, we find
Unw) = N [* dgexp(1/22N8) = Z(exp(-y/2) —ep(-2/2); (1)
’ g1 ‘32
x = BENéEy; (113)

y = BN (114)
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in agreement with [5,21] in the critical region N — o0, 8> ~ 1/N. Finally, the expectation value

m—1m—1

(Un,mUn,m) = Z Z (exp (1ag, — 1a1,)) (115)

I=n k=n

Here, the Gaussian path integration yields

_ &2 &2
(U Ol ) — N2 /g i /g " exp(—1/2(G(8,8) + (&) ~26(6,8) =
N [z [ e exp(16NIE - 1) = Gy Cexply -0/t ry=2) (16

This result also agrees with combinatorial computations in [5,21].

5.3. Small Euler Ensemble in Statistical Limit

The remaining problem is averaging over the variables N, p, g, r of the small Euler ensemble.

N
. o ﬂ . . . _ . . . .
The variable s =  is distributed between —1, 1 with the binomial weight [5,21] ( N(1+5)/ 2>

peaked at s = 0. There is a finite term coming from r = 0 plus a continuum spectrum coming from
large r

W 1 ifr=0; (117)
) =
@ exp (— %) otherWiSe;

As it was conjectured in [21] and supported by rigorous estimates in [5], the 7 = 0 term dominates the
sums, after which the variables y, x can be treated as continuous variables.
The variable p at fixed g has a discrete distribution

q—1
Y o(p—mn)
p=1
(p4)
= (118)
As we shall see, rather than p, we would need an asymptotic distribution of a scaling variable
L o of7p
X(p.q) = qTCOt rl (119)

This distribution for X(p, q) at fixed § — oo can be found analytically, using newly established relations
for the cotangent sums (see Appendix in [21], and Mathematica® notebook [23]). Asymptotically, at
large g, these relations read

q—1
Y. X(p,q)"

p=1
m o i (PA) _ 2m2"g(2n)
(X" = }E{}o q = ot (2n+1)7(2n+1)

(120)

This relation can be transformed further as

do0i:10.20944/preprints202312.1012.v7
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1 ifn=20
<X”> =<9 Z §0 —(2n+1) (121)
(2n+1)7t2" ifn>0
The Mellin transform of these moments leads to the following singular distribution
(X" = / fx(X)dxX X"; (122)
0
1
X) = (1—a)d(X +nX\/§q>QJ>; 123
o 1
a=7 X\/XchDQD =
/o VX
a 1 2 Sk 1
D(k — ) —= 124
5 ; ( 3 (n(k+1))5> sl 25() (124)
where ®(n) is the totient summatory function
9
®(q) = ), 9(n) (125)
n=1
The distribution can also be rewritten as an infinite sum
1
I, 22
/dxfx =(1—-a)F(0)+7 Y o(n) / x? dxF(x) (126)
n=1 0

The normalization of this distribution comes out 1 as it should, with factor 1 — « in front of the
delta function.
The upper limit of X

1
Xmax = X(q —1,9) — p= (127)

Our distribution (122) is consistent with this upper limit, as the argument [TJ becomes zero at
X% > 1. Itis plotted in Figure 6.

out[-]=

0.010

0.005 - //

0.001

5x107 1

L L L L
107 0.001 0.010 0.100

Figure 6. The log-log-plot of the distribution fx(X). It is equals 7® (k) X/X at each internal <

(k+1)

X< # with positive integer k. Asymptotically fx(X) — 37\1/3? atX — 0.

do0i:10.20944/preprints202312.1012.v7



Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 3 April 2024 d0i:10.20944/preprints202312.1012.v7

21 of 44
Once we are zooming into the tails of the p, g distribution, we also must recall that
([N
P(g <yN) = C(I)L(I\]y)J) =5 (128)
N
Y o(v—1 )o@
q=2
5.4. Complex Classical Trajectory in the Path Integral
This classical equation for our path integral reads:
o = —ix(Cr exp (i) + (C)* exp(—)); (130)
1
K= 131
2ty X\/2v(t + to) (13D

The parameter « is distributed according to the above distributions for y, X in a small Euler ensemble
in the statistical limit.
This complex equation leads to a complex classical solution (instanton). It simplifies for z =

exp(1):
N2
7 = (ZZ) —|—K(Cbzz+ (cg))*) ; (132)
z(0) =z(1) =1 (133)

This equation cannot be analytically solved for arbitrary periodic function Cf, ().
The weak and strong coupling expansions by « are straightforward.

At small x
z(&) — 1 +2K(—AC+ /0(§ Re CQ(C’)dC’) + 0(x?); (134)
1
A= /O Re Coy(&)dE! (135)
Atlarge
z(Z) — 1exp(—1argCh(E)) =1 |2222| (136)

This solution is valid at intermediate ¢, not too close to the boundaries ¢ = (0,1). In the region near

the boundaries &(1 — &) < —-, the following asymptotic agrees with the classical equation

N

z — 1£1¢\/2kRe CH(0) + O(&?); (137)

z—1+1(1—¢)y/2kRe CH(1) +O((1 - &)%); (138)

One can expand in small or large values of x and use the above distributions for X, y term by term.

As it was noticed in the previous paper [21], the viscosity v = % — 0 in our theory. This limit
makes ¥ ~ N — oo, justifying the strong coupling limit for the Wilson loop solution. In the next section
we are considering an important calculable case of the vorticity correlation function, where the full
solution in quadratures is available.
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6. Dual Theory of Vorticity Correlation

The simplest observable quantity we can extract from the loop functional is the vorticity correlation
function [20], corresponding to the loop C backtracking between two points in space 7y = 0,7, =7,
(see [21] for details and the justification).

The vorticity operators are inserted at these two points. Let us outline an analytical solution. We
shift the time variable by t 4ty = t to simplify the formulas.

The correlation function reduces to the following average over the big Euler ensemble E of our
random curves in complex space [21]

(0(0) @) = / s L (@ @GS (139)

4t2|O( )| 0<n<m<N
= YR
L (mod N)’ (140)
5 e (B
Wy = {0,0, > C0t<2> }, (141)
4 (142)

(X[o.)),,, = EXT-1lar —Lo], (143)

Par = g dlgr— Lo]

Integrating the global rotation matrix O(3) is part of the ensemble averaging.

6.1. Correlation Function and Path Integral

Let us apply our path integral to the expectation value over spins ¢ = %1 in the big Euler
ensemble, with the distribution of g, X established in the previous section. In the continuum limit, we
replace summation with integration. We arrive at the following expression for the correlation function:

2 2 C()tz(/igq) / dé’ldéz/ a0 /[Da}a/(gl)a,(@)eﬁﬂ \Fél £2)
= even g<N p; (p|q) (P q) <y 2Ep<1 0(3) . "
(20)-a(0)) = £O(N)[0(3)] [[Da] ;o (149)
V(&1 &) = qvX{1,1,01(S(81, &) — S(E, 1+ &)); (145)
[P dgent
S(a,b) ="+"—; (146)

b—a
Here and in the following, we skip all positive constant factors, including powers of N. Ultimately,
we restore the correct normalization of the vorticity correlation using its value at ¥ = 0 computed in
previous work [21].
The computations significantly simplify in Fourier space.

-

(I'in CTJE /d3_' (0) exp( 175-7")0(
tz(ﬁp/q) / / 70 -Im V(gerZ) 7
Z LR 24 dc,dg, dQ | [Da]a’ (G)a' (62)0 | ———F=——== —k
eveng<N g (P10’ 0<§142<1 /O<3) / vt

P(N)0()] [ Da] (147

The angular integration [ dQ) yields

O-ImV(E,&) 7| Vit 5 -
/0(3) dQé(\/ﬁ - k) . %Té(‘lm V(gl,gz)‘ — kv (148)
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integration over A to the

& 4 o 1+¢1 4 e
20y pl4E € / €
my”X "2 & &
Ala, A] = o)+ AyvX - ; 149
N T e T G 4
NAlw, Al = [K[v/vE; (150)
This variational problem reduces to two pendulum equations
W+ sinag = ;Y& < &< & (151)
=&
a'2'+;sinzx2:0;V§2<§<l+§1 (152)
G2—61—1
A
— ; 153
yV/ X1 (r) (153)
& 4 e /H—é'l 4z ¢
&1 [$)
I(r) = - ; 154
) &= 1+8—& (154
The well-known solution is Jacobi amplitude am(x | u),
aq(&) = 2am ¢ 2, | 4 (155a)
1 = 1 ;
2 a3 (82 — G1)
§— r
wy(¢) = 2am a | — ; (155b)
© < 2 | a3(1— G2+ 1)
The free parameters a1, a2, &1, &, satisfy four equations
a1(82) = a2(82); (156a)
a1(&2) = a;3(82); (156b)
a1(C1) = aa(1+¢1); (156¢)
21(81) = a3(1+&1); (156d)
together with the constraint following from the variation of the Lagrange multiplier A:
1) = RVt (157)
yX
6.2. Turbulent Viscosity and the Local Limit
These five equations, in general, are quite complex, but there is one simplifying property.
In the local limit N — oo, the remaining effective action at the extremum
TNy X ([ 1+
NAls A = T ([ e @2+ [ aeeo)?) (158)
1 2
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grows as N, unless both a1 (&) ~ ay(¢) ~ N~/ — 0. In this case, the above constraint can be
expanded in a1, ap. As we show in [24], the leading constant and linear terms both cancel so that the
quadratic term remains

20k|v/vt
yvVX

This estimate then requires vanishing viscosity in the local limit, at fixed turbulent viscosity

1
~ 5 (159)

G2 dC“%(C)<_§/4+§1 dgas(§)
g -6 Jn 1+4H -G

7 =vN? — const. (160)

This phenomenon of renormalization of viscosity by a factor of N? was already observed in our
first paper [21]. Our Euler ensemble in the local limit N — oo can only solve the inviscid limit of the
Navier-Stokes decaying turbulence, with finite ¥ acting as a turbulent viscosity.

The desired anomalous dissipation phenomenon takes place in this limit of our theory.

Returning to the elliptic function solution, we rewrite it in the linearized case at a7 ~ a; — 0.
This linearization is equivalent to replacing sin(a) — « in the differential equation and studying the
resulting linear ODE as a boundary problem. We choose different parametrizations in this linear case

(€)= a{ cos(K (€ - &) + - sin(Ki (6~ 22) ) (161)
v2(§) = o cos(al — £2)) + g sinKale — 22) ) (162)
Ky = i; (163)
K =1/3 . o (164)
A=¢—¢; (165)

In the physical region 0 < A < 1,7 < 0, K; is real, and K; imaginary, but the solution stays real.
The matching conditions at aq({2) = ax(¢2), &} (&2) = ) (&2) are identically satisfied with this Anzatz.
The derivative match o] (§1) = a%(1 4 &1) can be solved exactly for b

. \/gsin((l—A)\/E) ﬂ/%Si“(A\/%) (166)
cos((A—l)\/g)—cos(A ﬁ)

The remaining matching condition a1 (1) = a2(1 + &1) reduces to the root of the function

(2 —1) sin( (A — 1)r) sin(\//Tr)

8lr) = B-1)A

+2cos( (A— 1)r> cos(\/E) —2 (167)

This function has multiple roots, but we are looking for the real root ry(A) with minimal value of
the action at given A

&
Ac(r,A) = /(_; i / dab (& (168)
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This integral is elementary, but the expression is too long to be presented here. It can be found in the
Mathematica® notebook[24], where it is used to select the roots ry(A) of g(r, A), minimizing A.(ro(A), A)
for a given value of A € (0,1).

This lowest action root is plotted in Figure 7. The corresponding value of minimal action L(A) =
Ac(ro(A), A) is plotted in Figure 9.

outl- ]=
ro(8)

0.2

L L L
0.4 e 0.6 E 1.0

=200 -
-400

-600

Figure 7. Log plot of ro(A).

Action

— r<0, A <1/2
— >0, A <1/2

— <0, A>1/2

a

Figure 8. Plot of Ac(r9(A), A) for the three real solutions of the equation g(r,A) = 0. At A = A and
A = Ay, the action curves intersect; at A = 1/2, there is a gap between the lowest action (= 0) and the
lowest of the other two. So, there are second-order phase transitions at A1, A, and the first-order phase
transition at A = 1/2.

out[+]=
L)

150 -
100 -

0.2 0.4 06 0.8 1.0

Figure 9. Log plot of L(A) = Ac(ro(A), A).

There are phase transitions at

A ={A, M, A3}; (169)
Ay = 0.157143; (170)
A, = 0.43015; (171)

Ay =1/ (172)
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These branch points in A correspond to the switch of the lowest action solution. At small positive
A—-1/2

—1/3)3
ro(A) — —48(A —1/2) — w +o (173)
Ag(ro(A),A) — 256(A —1/2)> + ... (174)
At A — 1 all solutions go to —cc as
ra(8) > ——2 1 0(1) (175)
" 1-A

This behavior matches numerical computations in Mathematica® [24].
The constraint (159) is also reduced to elementary functions, too lengthy to quote here (see [24]).
This constraint yields the quadratic relation for the last unknown parameter a in our solution

2 |kt
= SV (176)

with universal function S(A) presented in [24] and shown in Figure 10).

out[+]=

S(8)

. A
02 04 06 08 10

15 /
-2.0
Figure 10. Plot of S(A).

The resulting integral (up to the pre-exponential factor Q) is equal to

/[D“]“/(Cl)“/(ézﬁqlm V(@lrﬁz)) - |E|\/ﬁ> o

Q' (e (22)) exp (~yVRIEVA i 1 a7

The factor (a’(&1)a’(&2)) contains two terms :

((81)a' (82)) = 1 (81)aq (82) + (00’ (§1)0a'(22)) (178)

The first term is the contribution of the classical solution we have just found, and the second term
comes from Gaussian fluctuations (&) around this solution.
The classical term is calculable (see [24])

do0i:10.20944/preprints202312.1012.v7
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KVoE J(A
a1 (1)aq(G2) = I'\]L\/Vytw((& (179)
_ rA(r,A)B(r,A) _
A VS T Yl M (150

A(r, A) :Asin( (A—l)r> —/(a=1)asin(VAr); (181)

(A—1)A sin(\/ﬂ) cos< (A— 1)r); (182)
C(r,A) = cos( (A=1)r | — cos(\/ﬂ); (183)
(see Figure 11).
o o
100 - S—

L L I L L
0.2 0.4 0.6 0.8 1.0

-100

f—

Figure 11. Plot of universal function J(A).the four corves correspond to four phases (solutions for
ro(A))-

The fluctuation term (da’(&1)éa’ (7)) is also proportional to 1/ N, therefore we must keep this
term as well.

As for the pre-exponential factor Q in the saddle point integral, it is given by the functional
determinant of the operator L corresponding to linearized effective action (168) in the vicinity of the

saddle point A, ac(&).
Ale + 6, A + 0A] = Alae, A] + 1/atr (V+ L V) ; (184)
V = {6A,éa}; (185)
Q(A, T) =exp <1/2tr (loAgL) ) ; (186)
L« a—0
T=yVX; (187)

The fluctuation correction reduces to the inverse operator I, which we compute in the next section.
Now, we can reduce multiple sum/integral in (147) to the following
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<(r;(6) -J}(E)> = ﬁ3/2H\(/kE ﬁt), (188)
H(K) _ ;2 QD(Tl) /Ol/n dT(TS/ns _ TlO) /01 dA(l — A)G(A, T, K); (189)

6(8,7,0) = 0(8,7) (3= I8+ (aw'(Ean' @) ) e (0B ) s

where Z is the normalization constant to be determined later.

6.3. Functional Determinant in the Path Integral

As we have discussed in the previous section, in the limit 2 — 0 the classical solution a1 5(¢) o
a— 0.

This observation simplifies the linearized theory corresponding to this quadratic form (V | L | V).
First, integrate the fluctuations A of A around the saddle point solution.

The Lagrange multiplier at the saddle point vanishes, as we show in [24]

Ag = Tro(A)I(ro(A)) =0 (191)

The quadratic term comes from the first derivatives Iy = 0,1, I, = 9,I,A, = 9;A , which can be
simplified by switching to A(r) = TtI(r)
I, I, 1

AAA:TIA:Tr: Tl :; (192)

The bilinear term Ada also simplifies

Agr(da) = 1TOAF[da; (193)
_ (2 dGoa(@) e dgoa(l)
Flow) = a 62—¢G1 /Cz 1+8 -G (138

We can integrate out A, producing the extra pre-exponential factor Q, = /[ro(A)[/+/N.
The bilinear term in the exponential after A integration leads to the following effective quadratic
Action for d«

2 14E 2
Aossoa] = % /g "o %F[(Sa]% (195)
1

There is a zero-mode da($) = const , related to translational invariance of A.¢f[da]. Naturally, this
zero-mode must be eliminated from the spectrum when we compute the functional determinant and
the resolvent below.

After discarding the zero-mode, this effective action becomes a positive definite functional of J«
only in the region of A where ry(A) > 0, i.e., for A} < A < Ay.

As we shall see below, the spectrum of fluctuations is positive only in this region. Therefore, we
restrict our integration to this region.
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The (da)? term corresponds to the linear eigenvalue equation with f;, = day,
12(8) = p2Flf] = —wfia(0); (196)
roor
Hi2 = {K! A1 }; (197)
€ =wt} (198)
r=ry(A); (199)

The solution matching with first derivative at § = ¢, ¢ = (1,1 + &1) is built the same way as in (166).
Equations for f; » being linear homogeneous, we can fix the normalization as F[f] =1,

fi(x) = asin(Vao(§-&2)) + B cos(Va(i-82) + (200)
f2(8) = asin(Ve(E-£2)) + By cos(Va(d-02)) + rx 7y (o)

The spectrum w = w, is defined by the transcendental equation (the discriminant of this linear
system of equations), which we found in [24]

flwn, A) =0; (202)
f(w,A) = (A— 1)A\/5sin<g> (A=1)Aw+7) +

7 cos (%(1 - ZA)\/5> - rcos<\/75>; (203)
r=ro(A); (204)

The spectrum is positive in the whole interval 0 < A < 1 except for the region A} < A < A
where rp(A) > 0 so that the stable solution for w,(A) does not exist. In the following, we only select
the stable region with positive ro(A)

out[-]=
Spectrum: f(w,A)=0

1000 I
800 :
600 I
400 :

200

0.0 0.2 04 0.6 08 1.0

Figure 12. The first levels of the spectrum satisfying equation f(w,A) = 0. The colored lines
correspond to four phases. Red: 0 < A < Ay, Green: A} < A < Ay, Blue: Ay < A < 1/2, Brown:
1/2 < A < 1. The green zone is left as stable, and others are eliminated because r9(A) < 0 in these
zones. Naturally, we eliminate the zero-mode €y = 0 corresponding to translational invariance of the
effective Action.
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The functional determinant, resulting from the WKB approximation to the a path integral, would
be related to the infinite product of positive eigenvalues €, = 2wy, which can be written using a
contour integral

Qu(A,T) = H (72‘071)_1/2 = exp (1/23041111 f}f’((U) dw)

>0 flw) 2r(wt?)

; (205)

a—0

and the integration contour I' encircles anticlockwise the positive real poles of the meromorphic
function f’(w)/ f(w). The integral converges at « > 1/2 and should be analytically continued to & = 0.
For this purpose, let us introduce another function

O (w) = mf([(\/%w—3/2 (206)

We show in [24] that at large w = 1y this function reaches finite limits

A—1A
O(1y) — 1signy(A —1)2A% + (a-DAr Iyl) 4 (207)
The logarithmic derivative of the original function differs from % by the following meromor-

phic function

N
flw) o (%) s o0
flw) @(w) 4/w 2w

This difference produces a calculable contribution to our integral. By summing residues of the poles of

the tangent, we get

tan( 2w) 3 dw
R N/ T [ _ N2 —2u
7? ( 4w 2w 21t (wT?)™ 1(1 2 )(an) ¢(22) (209)
The derivative at « = 0 yields a constant
2u —2u log(2)
1/20,Im 1(1 -2 )(27n') ¢(20) — 5 (210)

leading to an irrelevant renormalization of Q(, T) by a factor v/2.
The remaining integral with f(w) = ®(w) already converges at Re « > —1, so that we can set
« = 0 and rotate the integration contour I parallel to the imaginary axis at ReI' = € > 0:

Qu(A,T) =

et @' (w) log(wt?) dw
exp (1/2Im /67100 o(w) o ) (211)

The remarkable property of this functional determinant is the factorization of the T dependence

Qu(A,7) = T'PQu(A,1); (212)
B et @ (w) dw
,‘M(A) =1Im €—100 CD((U) E (213)

The index j1(A) has a topological origin and can be computed analytically.
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() = arg O (100) — arg d(—100) A (214)
2r
Our result for the correlation function is given by (188) with
Q(A,T) = Qu(A, 1)T2/10(A) (215)

and Q,(A,1) given by (211). All the constant factors we have omitted here are absorbed by the
normalization factor Z, which we determine at the end of the next section.

6.4. The Fluctuation Term in &' (&1)a’ (&2)

The last missing term is the fluctuation contribution to a’(¢;)a’(¢2). In the Gaussian approxima-
tion, valid at N — oo, this term equals

(60 (€)00(82)) = 3 [0 CE 8] s o, 16)

where G(¢,¢’) is a resolvent for the effective quadratic Action (195). This resolvent satisfies the
equation

9ZG(&, &) — u(@FIGl = 6(&—¢); (217)

G(61,¢) =G(&1+1,¢) =0 (218)
(B dEG(EE)  [Hh dEG(EE) .

Flel = /r;‘l G —G1 /r;‘z 1+& -8’ (219)
5 ifa<i<a 20

s {gg 5 <E<l4d (220

The solution of this equation, matching with the first derivative at ¢ = ¢; is

A+ 5 4 Be - o)+ HUEEES ey <o < g

Z, 3 ' (221)
A+ B - o)+ PSS i <i<1t

The linear functional F[G] on this solution becomes a linear function of these unknown parameters
A, B. Two boundary conditions G(&1,¢") = G(&; + 1,&’) = 0 fix these parameters as functions of

glr 52/ g/‘
The result derived in [24] is too lengthy to present here. The desired quantity (216) is quite simple

2(r—6)

1 / _
N2 [a(’,‘ag/G(g,‘: )]gzgllg/:@ = W (222)

Finally, we get the following correlation (188) (absorbing the constant factors in Z)
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<a}((j) (;'J(E>> = M (223a)
\/E ’
Ay oo 1/n ks
H(x) = /A1 dA(1— A) n; o(n) /0 5 (/55 = 71)G(a, Tx); (223b)

Gia ) — QD VE) xé(A)+2<ro<A>—6>>eXp<_za;LS<(AA>)) 2230

7. The Decaying Energy in Finite System

The vorticity correlation in Fourier space doubles as an energy spectrum
E(k,t) = 47k*(7 - T)) = 4m(@ - &) (224)

The energy spectrum in a finite system with size L is bounded from below. At low k| < 7t/L, the
spectrum is no longer related to the turbulence but is given by the energy pumping by external forces
at the boundaries.

This energy pumping [34] takes place at t < tg, after which the pumping stops. At this moment,
the energy spectrum is growing with wavevector by one of two possible laws (with P being the net
momentum of the fluid and M being the rotation moment)

{ E(k, to) o« Pk? 225)
E (k, to) 08 Mk4

At t > ty, without the forcing, the pumped energy dissipates at large k corresponding to smaller
spatial scales of the hierarchy of vortex structures of all scales, ending with dissipative scales, or
wavevectors k > /L. After sufficient time, the universal regime kicks in, corresponding to the
decaying turbulence. It is implied that a large amount of energy was pumped in, so it takes a long
time to reach this decaying regime, corresponding to some fixed trajectory.

Our solution would apply to this regime. This solution corresponds to zero net momentum, which
leaves the second regime with k% spectrum at small k and some universal decay at large k, reflecting
these distributed vortex structures.

Therefore, the decaying energy, given by the part of the spectrum k > ko ~ 1/L, has the following
form

E(t) = /k:o dkE(k,t) = 4? /k jﬁH(x)dx (226)

On top of the trivial decrease ¥, as prescribed by dimensional counting in an infinite system, there
is some extra decrease related to the increase of the lower limit.

The energy in our theory does not have a finite statistical limit as the integral in (226) diverges at
the lower limit when kg — 0. Thus, we compute the energy as

E(t) = /t ey (227)

This energy dissipation rate £(t') is calculable

£(t) = arv [ dki2(@(0)- @) =4y | :oﬁt K2H (x)dx (228)

In our theory, this integral has a finite limit in an infinite system (kg = 0).

do0i:10.20944/preprints202312.1012.v7
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This limit was computed in [21] in a slightly different grand canonical ensemble, where N was
fluctuating with the weight exp(—uN), 1 — 0.
With our current ensemble of fixed even N — oo the results of [21] read:

5 2
Voo
Eoo(t) = P 8647(3)’ (229)
In our present theory, the same quantity is given by the above integral at kg = 0
Eunlt) = 4135 / K2 H (k) dx (230)
0
Comparing these two expressions, we get the normalization of H(x)
© 5 p 7.(2
i /0 RPH(x)dx = gy (231)
The integral on the left can be further reduced [24] to the following normalization condition:
_ 276480032 () [ aa 0= VTS0 0,1 8) 8) +12) + L)) =) 232)
A ( ) (ro(A) +12)

19 (%)

This normalization constant Z can be used in equation (226) for the energy decay in a finite
system. All the functions of A were defined above.

As for the energy spectrum, this is not an independent function in our theory. Comparing the two
expressions (224) and (228), we arrive at the following relation

12E(t) = 4riF( (ko\/17t) ; (233a)
F(x) = /H(Jc)x2 dx, (233b)

K

VIE(k, t) = 47iV/TH (k\/17t> ; (233c)

Both the energy dissipation and the energy spectrum are related to the same function H(x), but the
energy spectrum related to this function at large argument x = k+/7t, whereas the energy dissipation
is related to integral of this function from small argument x = ko+/7 to infinity.

We computed this universal function F(x) in [24], and plotted at Figure 13.

F(x)

1.x107 F
* Exact

5.x10°
— Interpolation

Figure 13. Plot of the universal function F(x) interpolated from exact values computed by numerical
integration over A

The behavior of this function at large arguments is quite different from the behavior of the integral
from the small lower limit to infinity, and these two asymptotic expansions do not match.
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H(x)

~ — H(x)

0.00644
r’a

50 100 500 1000

Figure 14. Plot of the asymptotic tail (A7) of universal function H(x — o0)

The behavior of this function at large arguments is quite different from the behavior of the
integral from the small lower limit to infinity, and these two asymptotic expansions do not match.
We investigate these expansions in the Appendix A and we conclude, that asymptotically, at large
x = k+/7t the energy spectrum decays as

(k) o " (kvot) G (234)

We computed the effective decay index

7T
t

n(t) = —tdtlog€E — 1 (235)

numerically in the Appendix C, using Mathematica®. The accuracy is just 4-5 digits, but it can be easily
improved by taking more CPU time once experimental data gets more precise. This curve is universal,
apart from an arbitrary time scale (measured in k3).

The effective index grows, starting around 1.2 at f = 0 (with artificial initial point ¢y and scale
Ty = ﬂiz) and asymptotically reaching 7 at T = oo, covering the same range as experimental data [34].

Current data for the energy decay index n [34] are inconsistent. There are large discrepancies
between various experiments, which are presumably explained by attempts to fit the energy decay to
a single power. In our theory, the energy decay is a nonlinear function on the log-log scale.

The best approach to experimental data is to present it as an effective curve n(t), as it was done in
[34] and presented here in Figure 4 with permission from Sreeni.

One of these curves (the green one) closely matches our theoretical prediction in Figure 3.

These universal curves were computed directly from the analytic solution of the loop equation in
the turbulent limit without any fitting parameters.

8. Discussion

Some parts of the following discussion was already published in my paper [21]. We are using
them here with some significant modifications, reflecting our increased understanding of this dual
theory.

8.1. Stochastic Solution of the Navier-Stokes Equation and Ergodic Hypothesis

Statistical "analysis of circulating or turbulent fluids" was defined by Feynman [7] as the last
unsolved problem of classical physics. We are pursuing this problem by finding a stochastic solution of
the Navier-Stokes equation covering a certain manifold. Our singularities arise in correlation functions
after averaging over this manifold in the statistical limit when the manifold’s dimension goes to infinity.
We find this manifold (Euler ensemble) by solving the loop equation (a subset of the Hopf functional
equation for generating the functional of velocity field probability). None of the particular solutions in
this manifold has a finite-time blow-up. The singularity emerges from averaging the distribution of
these solutions over the infinite Euler ensemble.

We take the most natural invariant measure from the point of the number theory: each element of
the Euler ensemble enters with equal weight. We call it our ergodic hypothesis. This hypothesis is
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unnecessary to solve the loop (i.e., Hopf) equation, as any linear superposition of the found solutions
would satisfy the loop equation. The singularities of our Euler grand canonical ensemble at y — 0
remain in local variables such as enstrophy and its PDF, indicating singularities of the Navier-Stokes
equation in the inviscid limit.

The Euler ensemble with this particular invariant measure is singled out by its equivalence to
a quantum statistical system: the Fermi particles on a ring in the external field related to random
fractions of 7. Every distinct state in the discrete quantum statistical system enters a partition function
with unit weight. In our case, this is equivalent to counting every element in the Euler ensemble with
equal weight.

This quantum representation opened the way to the analytic solution in the turbulent limit,
equivalent to the quasiclassical limit of this Fermi system.

8.2. The Physical Meaning of the Loop Equation and Dimensional Reduction

The long-term evolution of Newton’s dynamical system with many particles eventually covers
the energy surface (microcanonical ensemble). The ergodic hypothesis (accepted in Physics but still not
proven mathematically) states that this energy surface is covered uniformly. The Turbulence theory
aims to find a replacement of the microcanonical ensemble for the Navier-Stokes equation. This surface
would also take part in the decay in the pure Navier-Stokes equation without artificial forcing. In both
cases, Newton and Navier-Stokes, the probability distribution must satisfy the Hopf equation, which
follows from the dynamics without specification of the mechanism of the stochastization. Indeed, the
Gibbs, as well as the microcanonical distributions in Newton’s dynamics, satisfy the Hopf equation in a
rather trivial way: It reduces to the conservation of the probability measure (Liouville theorem), which
suggests the energy surface as the only additive integral of motion to use as a fixed point manifold.

In the case of the decaying turbulence, the loop equations represent a closed subset of the Hopf
equations, which subset is still sufficient to generate the dynamics of vorticity. In this case, the exact
solution we have found for the Hopf functional also follows from the integrals of motion, this time, the
conservation laws in the loop space. The loop space Hamiltonian we have derived from the unforced
Navier-Stokes equation does not have any potential terms (those with explicit dependence upon the
shape of the loop). The Schrodinger equation with only kinetic energy in the Hamiltonian conserves
the momentum. The corresponding wave function is the plane wave exp (17 - X¥). This plane wave is
the solution we have found, except the dot product 7 - ¥ becomes a symplectic form § P(6) - dC(6) in
the loop space. Our momentum P(#, t) is not an integral of motion, but simple scaling properties of the
pure Navier-Stokes equation lead to the solution with P(6, t) & F(8)/+/t, with F(8) being the integral
of motion. The rest is a purely technical task: substituting this scaling solution into the Navier-Stokes
equation and solving the resulting universal equation for a fixed point F(8).

This equation led us to the Fermi ring in the quasiclassical limit. This limit resulted in the energy
spectrum and dissipation in a finite system found in the last section 7.

8.3. Classical Flow and Quantum Geometry

Our computations heavily rely on the number theory, particularly Jordan’s multitotients ¢;(q),
generalizing [28] the Euler totient function. What could the number theory have in common with the
turbulent flow? The quantization of parameters of the fixed manifold of decaying turbulence stems
from the deep quantum correspondence we have discovered. The statistical distribution of a nonlinear
classical Navier-Stokes PDE is exactly related to the wave functional of a linear Schrodinger equation
in the loop space. The quantization mechanism is the same as in ordinary quantum mechanics; this is
a requirement of the solution’s periodicity.

An expert in the traditional approach to turbulence may wonder why the loop equation’s solutions
are related to the velocity field’s statistics in a decaying turbulent flow. How could this fractal curve in
complex momentum space P(0) € C; describe velocity field in a physical space 7(7) € R3? Is this a
miracle or a mirage?
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The equivalence of a strong coupling phase of the fluctuating vector field to quantum geometry
is a well-known duality phenomenon in gauge theory (the ADS/CFT duality), ringing a bell to the
modern theoretical physicist. In our case, this is a simpler quantum geometry: a fractal curve in
complex space.

Miracles are known to happen in nonlinear PDE: some lucky nonlinear equations are related to
linear problems in higher dimensions [8]. In our case, the Navier-Stokes equation is related to the
linear problem in infinite-dimensional loop space. The miracle already happened when Hopf derived
his linear functional equation. The loop equation is a reduced version of the Hopf equation, luckily
solvable by a plane wave in loop space due to translational invariance.

The loop technology was thoroughly discussed in the last few decades in the gauge theories,
including QCD[2,12,17,27] where the loop equations were derived first [13,16]. The short answer is
that duality only applies to the correlation functions of two theories with different dynamical variables;
there is no correspondence between these variables, but the correlation functions are identical.

Mathematical physics sometimes has alternative languages for the same phenomena; examples
are the duality between Schrodinger wave equation and Heisenberg’s matrix mechanics, between
dynamical triangulation and Liouville theory in 2D quantum gravity.

Extra complications in the gauge theory are the short-distance singularities related to the infinite
number of fluctuating degrees of freedom in quantum field theory. The Wilson loop functionals in
coordinate space are singular in the gauge field theory and cannot be multiplicatively renormalized.

Perturbatively, there is no short-distance divergence in the Navier-Stokes equations nor the
Navier-Stokes loop dynamics. The Euler equations represent the singular limit, which, as we argued,
should be resolved using singular topological solitons regularized by the Burgers vortex. In the present
theory, we do not encounter any singularities in coordinate space. The anomalous dissipation is
achieved in our solution via a completely different mechanism: large fluctuations of the fractal curve
at p < q. However, these singularities only happen in the inviscid limit v o 1/N? — 0.

Therefore, these singularities correspond to the Euler singularities, such as line vortexes. Those
vortexes are regularized by finite viscosity, just like our singularities.

8.4. Stokes-Type Functionals and Vorticity Correlations

The loop equation describes the gauge invariant sector of the gauge field theory. Therefore, the
gauge degrees of freedom are lost in the loop functional. However, the gauge-invariant correlations of
the field strength are recoverable from the solutions of the loop equation[13,16].

There is no gauge invariance regarding the velocity field in fluid dynamics (though there is such
invariance in the Clebsch variables [20]). The longitudinal, i.e., a potential part of the velocity, has a
physical meaning — it is responsible for pressure and energy pumping. This part is lost in the loop
functional but is recoverable from the rotational part (the vorticity) using the Biot-Savart integral.

In the Fourier space, the correlation functions of the velocity field are algebraically related to
ik ;2“7" . Thus, the general solution for the Wilson loop functional ¥[v, C] allows
computing both vorticity and velocity correlation functions.

We demonstrated that by computing the moments of the enstrophy and resulting anomalous
dissipation. This computation is nonperturbative: it corresponds to the extreme turbulent limit and
cannot be expanded in inverse powers of viscosity.

those of vorticity 7y =

8.5. Relation of Our Solution to the Weak Turbulence

The solution of the loop equation with finite area derivative, satisfying Bianchi constraint, belongs
to the so-called Stokes-type functionals [13], the same as the Wilson loop for Gauge theory and fluid
dynamics.

The Navier-Stokes Wilson loop is a case of the Abelian loop functional, with commuting compo-
nents of the vector field 7. As we discussed in detail in [13,16,20], any Stokes-type functional ¥, C]
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satisfying boundary condition at shrunk loop ¥[0] = 1, and solving the loop equation can be iterated
in the nonlinear term in the Navier-Stokes equations (which iterations would apply at large viscosity).

The resulting expansion in inverse powers of viscosity (weak turbulence) exactly coincides with
the ordinary perturbation expansion of the Navier-Stokes equations for the velocity field, averaged
over the distribution of initial data or boundary conditions at infinity.

We have demonstrated in [19,20] (and also here, in Section 3.2) how the velocity distribution for
the random uniform vorticity in the fluid was reproduced by a singular momentum loop P(6).

The solution for P(6) in this special fixed point of the loop equation was random complex and
had slowly decreasing Fourier coefficients, leading to a discontinuity sign(6 — 6’) in a pair correlation
function (33). The corresponding Wilson loop was equal to the Stokes-type functional (25).

Using this example, we demonstrated how a discontinuous momentum loop describes the
vorticity distribution in the stochastic Navier-Stokes flow. In this example, the vorticity is a global
random variable corresponding to a random uniform fluid rotation: a well-known exact solution of
the Navier-Stokes equation.

This example corresponds to a special fixed point for the loop equation, not general enough
to describe the turbulent flow but mathematically ideal as a toy model for the loop technology. It
demonstrates how the momentum loop solution sums up all the terms of the 1/v expansion in the
Navier-Stokes equation.

In our general solution, with the Euler ensemble, the summation of a divergent perturbation
expansion occurs at an extreme level, leading to a universal fixed point independent of viscosity.

At a given initial condition, after a finite time, the solution will still depend on viscosity and initial
condition. At the large time, though, it will approach our universal fixed manifold and (supposedly,
for random initial data) cover it uniformly, according to the Euler ensemble measure. The vorticity will
become a random variable with a singular distribution in the local limit, corresponding to the inviscid
limit of the Navier-Stokes equation.

9. Remaining Problems

* We performed all the calculations up to numerical factors in the vorticity correlation function,
which we recovered from the previously computed (@?) (see [21] ). It would be useful to
compute all the normalization factors and thus double-check the solution.

¢ Our asymptotic energy spectrum contains calculable oscillations on top of power decay cor-
rections (see Appendix B). These contributions scale as k8, and they oscillate due to factors
cos(ty log x + arg Wy) where f; are imaginary parts of the zeros of the { function. Computing the
universal function H(x) in the intermediate region, connecting small and large x expansions is a
well-defined but difficult problem in Number Theory. Detecting these oscillations in experiments
will require the next level of precision of the experimental /DNS data.

¢ The spectrum of indexes for deviations from our fixed trajectory [21] can be evaluated in the
scaling limit, with finite #. This will provide the solution for the vorticity correlations in the
Navier-Stokes equation, perturbed by an infinitesimal random force.
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Appendix A. Computation of the Energy Spectrum

The solution we have found for the spectrum function H(x) applies at arbitrary argument «.
However, the energy dissipation is determined by the integral over the wide range of variable x,
starting from some low value x = ko+/7t. The physical spectrum at k > ko corresponds to the opposite
limit (the right tail of the spectrum).

Let us first find the asymptotic behavior of H(x) at large arguments. The analytic and numerical
computations are presented in [25]. Interchanging summation over n and integration over T we get
the integral of the form

/01 dt(A 4 Btk)e € (75/2d>5(1') - ‘(15/2@0(1')); (A1)
[1/7]

Qp(t)= Y. nt (A2)
n=1

Later, this expression will be integrated over A € (A1, Ay).
At large « the dominant T ~ 1/x — 0. In this limit

(1) > Ps(0) = ggg; (A3)
®o(T) % (Ad)

These asymptotic terms yield ( with actual values of the coefficients A, B, C used)

nsQ\ﬁ(lfA)SWz(77r](r+12)+2L(r76))K,7/2 _ 31185ﬁn5Qﬁ(l—A)s“/Z(13n](r+12)+2L(r—6))K,n/z (A5)
3v2L9/2(r+12)Z(5) (r+12)L15/2

Here, all parameters Q,r,L, S, ] depend on A as we discussed in the text.

It remains to integrate over A € (A1, A;). We computed in Mathematica® the parallel table of
values of these coefficients. The integral in the exponential of Qu(A, 1) in (211) was tabulated on a fine
grid with A = 0.0001 and then interpolated with the third-order polynomial. This interpolation was
sufficient for the floating number precision in the interval (A, A;) where this function is smooth and
close to a parabola.

The normalization constant Z was computed the same way.

Z =7.56011 x 10° (A6)

Then, we integrated by A these coefficients divided by Z in (A5) using interpolated function on the
same fine grid for all the parameters Q, 7, L, S, ]. We found the following asymptotic formula
0.00644138  349.557

H(x) = K772 182 (A7)

The first term is O(x3) compared to the second one, but at x ~ 1 the correction term in H(x) is fifty
thousand times larger than the leading term. This is how the Number Theory plays with numbers.
The large k asymptotics starts only after x ~ 40. Here is the plot of this H(x) function in this region
(see Figure 14).
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This spectrum makes sense for the decaying turbulence, though the data from [34] is not accurate
enough and varies from experiment to experiment. The numerical value of the asymptotic spectrum
index 7/2 = 3.5 is far from K41 value 5/3 =~ 1.67, but there is no theoretical reason for K41 value in
decaying turbulence.

Finding the Taylor expansion of H(x) is a rather simple job. After some elementary integra-
tion/expansion in Mathematica® using the relation

= A—1
E n*/\ — C( ) ( A8)
and numerically integrating over A with the same interpolation over fine grid of exact values, we find

F(x) = 1.0091119953186063*"-25x12 — 1.4827737803916974*"-23x !

+1.968471621599006*"-21x 10 — 2.332212488998857+"-19x° + 2.4265820298969718*"-17x5
—2.1687583538229794*"-15x7 + 1.6120814115570012*"-13x°® — 9.461629026053765*-12«°
+3.976341576207503*"-10x* — 9.29549230302537*"-9%> + 0.000536642 + O(x'3) (A9)

Judging by the decrease of coefficients, one would expect this expansion to converge at x < 50, so
it would overlap with the asymptotic expansion at large x. This, however, turned out to be a wrong
assumption (see Figure Al).

0.0018
00015 \
0.0012

0.0010 o
— K>

8x10
— Kk —> Infinity

5x10

L L L L L
20 40 60 80 100

Figure A1. The small x expansion (blue) does not meet the large x asymptotics (red)

There is a huge gap of one order of magnitude between these two curves, which means that a
nontrivial behavior of F(x) exists between these two extremes.
We fill that gap using an integral transformation in the next section.

Appendix B. Sum over Riemann Zeta Zeros

There is a beautiful representation of H(x) as a sum over the zeros of the zeta function. Let us
represent the theta function as Laplace integral (at n > 0,7 > 0)

+0+100

6(—log(nt)) = / znlzpn_’"r_p (A10)

+0—100

Substituting this representation into our integral in (223), we find

+0-+100
. dp ([P asp) - —Ct
Y o(n) / —n ’”/ = —t t~P(A + Btx)e “'* dt (A11)
= 0 2mip 0 n

This integral reduces to Gamma functions and powers of #, after which the sum over n reduces to
zeta functions
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1 @ B I t5/2 B _Ctx
p p(n)n P/O (115 — t15/2>t P(A+ Btx)e ™ dt =
KG(p+4)(Cx)P3 (ACT (3 — p) + BT (3 — p))
pi(p+5)
k{(p—1)(Cp—% (acr (¥ —p) + BT (% - p)) )
pi(p)

This expression should be integrated by p along the imaginary axis (shifted to the right). The I’
functions all have the poles on the positive real axis. According to the Riemann hypothesis, the function
{(p) in the denominator has trivial zeros at negative even points p = —2, —4, ... and nontrivial zeros
at the critical line Re p = 1/2. The function {(p + 4) in the numerator has a single pole in the left

semiplane at p = —3 with the residue
10395(2AC + 13B) 132
0= T a32C525n O(K ) (A13)
The function {(p + 5) in another denominator has zeros at negative odd points p = —7,—9,... plus

nontrivial zeros at Re p = —9/2.
Only the zeros at p = 0, -2, —4, —6,—7,—8, -9, ... and those at Re p = —9/2 contribute to this
integral. We get, before integration over A, the following residue at zero

_ /7(321*C%,>(2AC + 7B) — 20270257 (5)(2AC + 17B)) 1 _1p
%= 3072C72,17727 (5) ~ Ok 77) +O(x " kAt
The residues at the critical line Re p = —9/2 are all calculable in Mathematica® in [26]. These terms

have the structure

Re (Wk(A)K_8+Ztk> (A15)

The residues at the even negative p = —2k and at the odd negative p = —5 — 2k have the same form
[26]

Gr(d)H k=1,23... (Al6)

The leading terms come from the residue (A14) at p = 0, and at the pole (A13) at p = —3, which terms
we kept in our asymptotic formula in section A. The next corrections are oscillating terms from the
Riemann zeta zeros (A15). Their absolute value decreases as ¥ 8. Last come the contributions (A16)
from trivial zeros of the zeta function at negative integers. They start with x~*"/2. These corrections are
calculable using numerical integration of the coefficients by A, as we did for the leading term.

Appendix C. Computation of the Energy Dissipation

First of all, we can analytically integrate the equation for the energy dissipation rate over the x
variable
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E(t) =
4ty (B2 =
T =0 g0 W (nkovE QS 1), S(A), L), 1(A)1(B)); (A1)

1 n=1
W(n,x,Q,S,L,Jr) =

1n (1= (nt)%)exp(—5L%

Im/o dt n5ﬁ< ) (a+Br+cCe?+D7); (A18)
A =167°S%s; (A19)
B = 87kLS%a; (A20)
C = 2x*L%Sa; (A21)
D =«3JL3(r 4+ 12); (A22)
a=3m](r+12)+ L(r — 6); (A23)

This function W reduces to an error function erf(x), polynomial, and exponential (see [24]).
Its value at ¥ = 0 and its sum over n with Euler totient are finite and calculable

_ 640m°QV/rS* (37 (r +12) + L(r —6))

w0 QS L g 39n13/2L4(r +12) ’ (A24)
S 64073Q/rS3C () (B7) (r +12) + L(r— 6

2 Q(H)W(n, 0,0,S,L,], 7‘) _ us Q\/; g( 2 ) (Bmj(r ) (r )) a25)

" 39L4(r + 12)@(%)

We use these exact values to accelerate the convergence of the sum over n

Y o(m)W(n,x,Q,S,L,J,1) =
n=1

640n3Q\/?s3g(%) (3r](r+12) + L(r —6))
39L4(r + 12)g(%)

+

(9]

Y. o(n)(W(n,x,Q,S,L,J,r)—W(n,0,Q,S,L,]1)); (A26)

n=1

The normalization constant Z was computed in [24] by numerical integration over A ( see
(A6)). Restoring the normalization produces a well-defined expression involving an error function, an
exponential integral, and Euler totients. The hardest part of the calculation is the integral in exponential
for Q(A,1) in (211). After regularization, it converges, but there are some oscillations on top of the
power decay of the integrated.



Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 3 April 2024 d0i:10.20944/preprints202312.1012.v7

42 of 44

I(A),

Figure A2. The function I(A) related to Q(A,1) = exp (@>

81

We used the Mathematica® integration by the method "DoubleExponentialOscillatory" [29], which
applies to oscillating functions in the infinite interval.

The remaining sum over n with the weight ¢(1) converges at infinity; we compute it utilizing
the "NSum" method of Mathematica®. This method extrapolates to N = co the finite sum up ton = N.
With the Euler totient this extrapolation converges slowly, which increases the CPU time.

Still, we compute this function fixed A for ~ 0.1sec. Next, we have to integrate over A, which we
did numerically, interpolating the values at the grid with the step JA = 0.001. The estimated error
~ 843 ~ 1077 is about the same as the accuracy of our integral for Q.

We preprocessed the table of values of the integral

QA1) = exp(léi)>; (A28)

in the exponential in Q(A, 1) at the fine grid with step 0.00005 in the integration range A; < A < A.
Then, we used third-order interpolation to further integrate over A. This function I(A) has no
singularities in the integration region A; < A < A; and is close to the second-order polynomial.
Therefore, our cubic interpolation over the grid with step §A = 10~ produces very accurate results.

The remaining functions are either elementary or the solution ro(A) of a trigonometric equation,
so we know them with arbitrary accuracy.

We tabulated F(x) on a grid of x € (1,1000) with the steps Ax = (1,10,20) in various ranges of .
The function log F(x) behaved smoothly so that the fifth-order polynomial interpolation produced
small errors (less than 10~° ). Here is the plot of this function in Figure 13.

The effective index 1(t) and the other two plots were obtained by analytical differentiation of this
fifth-order interpolation. Results were presented above, in Figure 3.
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