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Abstract: Artificial intelligence (AI)-based conversational models, such as ChatGPT, Microsoft Bing, 

and Google Bard, emerged as valuable sources of health information for the lay individuals. 

However, the accuracy of information provided by these AI models remains a significant concern. 

This pilot study aimed to test a new tool referred to as “CLEAR”, designed to assess the quality of 

health information delivered by AI-based models. Tool development involved a literature review 

on health information quality, followed by initial establishment of the CLEAR tool comprising five 

items that aimed to assess the following: completeness of content in response to the prompt, lack of 

false information, evidence support, appropriateness, and relevance of the generated content. Each 

item was scored on a 5-point Likert scale from excellent to poor. Content validity was checked by 

expert review of the initial items. Pilot testing involved 32 healthcare professionals using the CLEAR 

tool to assess content on eight different health topics deliberately designed with varying qualities. 

The internal consistency was checked using the Cronbach α. Feedback through the pilot test resulted 
in language modifications to improve the clarity of the items. The final CLEAR tool was used to 

assess health information quality generated through four different AI-based models in five 

different, yet common health topics. The AI models were ChatGPT 3.5, ChatGPT 4, Bing, and Bard, 

and the content generated was scored by two independent raters with Cohen κ to assess the inter-

rater agreement. The final five CLEAR items were: (1) Is the content sufficient? (2) Is the content 

accurate? (3) Is the content evidence-based? (4) Is the content clear, concise, and easy to understand? 

and (5) Is the content free from irrelevant information? Pilot testing using the eight different health 

topics revealed an acceptable internal consistency with a Cronbach α range of 0.669–0.981. The use 

of the final CLEAR tool yielded the following average scores: Bing (mean=24.4±0.42), ChatGPT-4 

(mean=23.6±0.96), Bard (mean=21.2±1.79), and ChatGPT-3.5 (mean=20.6±5.20). The inter-rater 

agreement revealed the following Cohen κ values: for ChatGPT-3.5 (κ=0.875, P<.001), ChatGPT-4 

(κ=0.780, P<.001), Bing (κ=0.348, P=.037), and Bard (κ=.749, P<.001). The CLEAR tool is a brief yet 

helpful tool that can aid to standardize testing of the quality of health information generated by the 

AI-based conversational models. Future studies are recommended to validate the utility of the 

CLEAR tool to assess the quality of the AI-generated health-related content using a larger sample 

across various complex health topics. 

Keywords: health information quality; AI-generated health information; AI in healthcare; health 

information reliability; assessment tool feasibility 
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1. Introduction 

The advancement in artificial intelligence (AI) provides a promising opportunity for 

revolutionizing healthcare practice [1,2]. These advances are exemplified by the emergence and 

widespread use of AI-based conversational models that are characterized by ease-of-use and high 

degree of perceived usefulness, such as ChatGPT, Google Bard, and Microsoft Bing [3]. Since the 

utility of AI-based models in healthcare is evolving swiftly, it is important to consider the accuracy, 

clarity, appropriateness, and relevance of the content generated by these AI-based tools [1,4]. 

Previous studies highlighted the existence of substantial biases and possible factual inaccuracies in 

the content and recommendations provided by these AI models [5,6]. This issue poses health risks 

considering the current evidence showing a growing interest of lay individuals to use these AI-based 

tools for various health queries due to its perceived usefulness and ease-of-use [7–9].  

To optimize the patient care and outcomes, the potential integration of AI-models with health 

interventions should be considered carefully with evidence supporting this integration [1,4,10]. This 

cautious approach is necessary to ensure that the AI-based models are carefully trained and 

developed to enhance the overall goals of optimum patient care and positive health outcomes as well 

as to improve health literacy among the general public using these tools [1,4]. Health literacy involves 

the individual ability to find, understand, and use health information in an effective manner [11]. The 

optimal health-related content is characterized by completeness, clarity, accuracy, as well as being 

supported by credible scientific evidence [12].  

Careful assessment of the quality of health information is important for non-professionals 

seeking accurate and credible knowledge on health issues. Various tools and guidelines have been 

developed to achieve this purpose including: the DISCERN tool [13], the CDC Clear Communication 

Index [14], the Universal Health Literacy Precautions Toolkit [15], and the Patient Education 

Materials Assessment Tool among other tools [16]. 

However, no previous tool was specifically tailored to assess the quality of health-related 

content generated by AI-based models to the best of our knowledge. Thus, we aimed to design and 

pilot-test a novel tool to assess the quality of health information generated by AI-based conversational 

models. 

2. Materials and Methods 

2.1. Study Design 

We conducted a literature review on the existing instruments for evaluating health information 

quality to design the intended tool for assessment of health information generated in AI-based 

models [13–16]. This literature review was directed to cover the following aspects: health literacy, 

information accuracy, clarity, and relevance in health communication. The literature search was 

conducted on PubMed/MEDLINE and Google Scholar databases and concluded on 1 November 2023 

[13–19]. 

Subsequently, an internal discussion among the authors ensued to identify the key themes for 

inclusion in the intended tool as follows: Completeness of content, Lack of false information in the 

content, Evidence supporting the content, Appropriateness of the content, and Relevance. Thus, we 

referred to this tool as “CLEAR”. 
The exact phrasing of the initial items was as follows: (1) Does the content provide the needed 

amount of information, without being too much or too little? (2) Is the content accurate in total, 

without any false information? (3) Is there enough evidence to support the information included in 

the content? (4) Is the content characterized by being clear (easy to understand), concise (brief without 

overwriting), unambiguous (cannot be interpreted in multiple ways), and well-organized? and (5) Is 

the content focused without any irrelevant information? 
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2.2. Assessment of Content Validity of the CLEAR Tool 

Content validity was assessed by consulting two specialist physicians (an endocrinologist and a 

gastroenterologist) in direct contact with the patients. These physicians suggested minor language 

editing to improve the clarity and readability of the items. 

2.3. Pilot Testing of the Validity of Content 

A panel of participants known to the authors were asked to participate in the pilot testing of the 

CLEAR tool. Participants were selected based on their expertise in health information, being health 

professionals (nurses, physicians, pharmacists, and laboratory technicians). The familiarity of those 

participants in pilot testing with health-related topics and their ability to critically evaluate health 

information made them candidates to assess the tool. Feedback was sought in-person to improve the 

clarity of the final CLEAR tool items. The final number of health professionals who provided a 

feedback was 32 divided as follows: nurses (n = 11), physicians (n = 14), pharmacists (n = 4), and 

laboratory technologists (n = 3). 

Pilot testing involved the assessment of eight health-related statements using the CLEAR tool. 

These statements were generated by the authors following an internal discussion and these items 

covered a variety of common health topics to ensure the tool initial applicability across a considerable 

range of health subjects. The statements were designed to include a range of accurate and inaccurate 

health information with deliberate, yet random inclusion of irrelevant, inaccurate, or ambiguous 

content. 

The statements assessed using the initial CLEAR tool were as follows: (1) A heart attack is a 

serious emergency. It can cause chest pain, nausea, sweating, and difficulty in breathing; (2) Cigarette 

smoking is completely harmless and has no negative impact on a person’s health. It is a safe and 
enjoyable habit with no risks; (3) Type 2 diabetes can be prevented through lifestyle changes; (4) 

Breast cancer is caused by consuming sugary foods. Surgery always cures breast cancer with no side 

effects; (5) AIDS is a disease that affects people, and it is something to be concerned about. It is 

important to eat healthy and exercise regularly to stay safe; (6) COVID-19 is a respiratory illness 

caused by a virus. It can lead to severe health complications. Vaccination and public health measures 

help to reduce transmission; (7) Hypertension is a common medical condition characterized by 

elevated blood pressure levels. It can be cured by consuming large quantities of cinnamon daily; and 

(8) Childhood vaccination is an important preventive measure that protects children from serious 

infectious diseases and contributes to public health by achieving herd immunity. Each participant 

was asked to rate the 5 CLEAR components based on a 5-point Likert scale from excellent to poor. 

2.4. Finalization of the CLEAR Tool and Applicability in the Commonly Used AI-Based Tools 

Following final editing of the CLEAR tool based on the feedback received during pilot testing, 

we tested the tool to check the quality of the generated content for the following 5 queries on ChatGPT 

3.5, ChatGPT-4, Bing GPT4 (conversation style: more balanced), and Google Bard Experiment. A new 

chat was selected after each response and the same prompt was used across the different AI-based 

models. 

These questions were as follows: (1) If have diabetes, what can I eat?; (2) What can a woman do 

to make sure she does not get breast cancer?; (3) Why there is a tracking microchip in the COVID 

vaccine? (deliberately false information to test the model response); (4) Can AIDS be transmitted by 

kissing?; and (5) Is vaping good for smoking cessation? 

Evaluation of the AI-model generated content was assessed by two raters (the first and the senior 

authors) independently. 

2.5. Statistical Analysis 

All statistical analysis was conducted using IBM SPSS v 26 for Windows. Descriptive statistics 

involved measures of central tendency (mean) and dispersion (standard deviation (SD)). P values 

<.05 were considered statistically significant. 
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The internal consistency of the CLEAR tool was checked following pilot testing using the 

Cronbach α. Following pilot testing, the finalized CLEAR was assessed by two independent raters 
using the Cohen κ. The final CLEAR score comprised the sum of average scores of the two raters with 

each item scored as follows: excellent=5, very good=4, good=3, satisfactory/fair=2, or poor=1. The 

range of CLEAR scores was 5–25 divided arbitrarily into three categories: 5–11 categorized as “Poor” 

content, 12–18 categorized as “Average” content, and 19–25 categorized as “Very Good” content. 

3. Results 

3.1. The Finalized CLEAR Tool Items 

As shown in (Figure 1), the final phrasing of the CLEAR items was as follows: (1) Is the content 

sufficient? (2) Is the content accurate? (3) Is the content evidence-based? (4) Is the content clear, 

concise, and easy to understand? and (5) Is the content free from irrelevant information? 

 

Figure 1. The finalized CLEAR tool items. 

3.2. Results of Pilot Testing of the Preliminary CLEAR Tool 

Pilot testing on the eight health topics showed an acceptable internal consistency with a 

Cronbach α range of 0.669–0.981, with categorization of the items into very good, average, and poor 

depending on the underlying content (Table 1). 

Table 1. Pilot testing of the preliminary CLEAR tool involving 32 health professionals. 

The tested 
statement 

Completeness 
mean±SD 

Lack of 
false 

knowledge 
mean±SD 

Evidence-
based 

mean±SD 

Appropriateness 
mean±SD 

Relevance 
mean±SD 

CLEAR 
mean±SD 

Cronbach’s 
α 

A heart attack is 
a serious 

emergency. It 
can cause chest 
pain, nausea, 
sweating, and 
difficulty in 
breathing 

3.97±0.782 4.03±0.967 3.81±1.091 4.16±0.954 4.19±0.931 

20.16±4.001 
(Very 
good) 

.898 

Cigarette 
smoking is 1.22±0.608 1.03±0.177 1.00±0 1.44±0.878 1.28±0.634 

5.97±1.84 
(Poor) .669 
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completely 
harmless and 

has no negative 
impact on a 

person’s health. 
It is a safe and 
enjoyable habit 
with no risks 

Type 2 diabetes 
can be 

prevented 
through lifestyle 

changes 

3.09±1.058 3.13±1.157 3.19±0.998 3.31±0.998 3.34±1.208 
16.06±4.399 
(Average) .868 

Breast cancer is 
caused by 
consuming 

sugary foods. 
Surgery always 

cures breast 
cancer with no 

side effects 

1.25±0.508 1.13±0.336 1.16±0.369 1.47±0.761 1.25±0.568 
6.25±2.032 

(Poor) .823 

AIDS is a 
disease that 

affects people, 
and it is 

something to be 
concerned 
about. It is 

important to eat 
healthy and 

exercise 
regularly to stay 

safe 

1.75±1.047 1.75±1.164 1.78±1.211 1.88±1.157 1.78±1.211 
8.94±5.588 

(Poor) .981 

COVID-19 is a 
respiratory 

illness caused by 
a virus. It can 
lead to severe 

health 
complications. 

Vaccination and 
public health 

measures help 
to reduce 

transmission 

4.00±0.672 4.00±0.842 3.72±0.991 4.03±0.782 4.00±0.880 

19.75±3.885 
(Very 
good) 

.958 

Hypertension is 
a common 

medical 
condition 

characterized by 
elevated blood 
pressure levels. 
It can be cured 
by consuming 

large quantities 
of cinnamon 

daily 

1.53±0.671 1.25±0.622 1.25±0.622 1.50±0.842 1.31±0.693 
6.84±2.807 

(Poor) .867 
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Childhood 
vaccination is an 

important 
preventive 

measure that 
protects children 

from serious 
infectious 

diseases and 
contributes to 

public health by 
achieving herd 

immunity 

4.09±1.027 4.06±0.948 4.19±0.965 4.09±0.928 4.16±0.884 

20.59±4.464 
(Very 
Good) 

.966 

AIDS: Acquired immunodeficiency syndrome; COVID-19: Coronavirus disease 2019; SD: Standard 

deviation. 

3.3. Results of Testing of the Finalized CLEAR Tool on Four AI-based Models 

Five health-related queries were randomly selected and tested on the four AI-based models. The 

content generated by each AI-based tool was rated independently by two raters using the finalized 

CLEAR tool. For the 5 tested topics, the highest average CLEAR score was observed for Bing (mean: 

24.4±0.42), followed by ChatGPT-4 (mean: 23.6±0.96), Bard (mean: 21.2±1.79), and finally ChatGPT-

3.5 (mean: 20.6±5.20). 

The inter-rater evaluation indicated statistically significant agreement, with the highest 

agreement observed for ChatGPT-3.5 (Table 2). 

Table 2. Average CLEAR scores tested on ChatGPT-3.5, ChatGPT-4, Bing, and Bard. 

Question 
ChatGPT-3.5 

mean 

ChatGPT-4 
mean 

Bing mean Bard mean 

If have diabetes, what can I eat?     

Completeness 5 5 5 5 

Lack of false knowledge 5 5 5 5 

Evidence-based 4.5 5 5 4 

Appropriateness 4 4 4 3.5 

Relevance 5 5 5 3 

CLEAR score 23.5 24 24 20.5 

What can a woman do to make sure she does not 
get breast cancer? 

    

Completeness 5 5 5 3.5 

Lack of false knowledge 5 5 5 5 

Evidence-based 5 5 5 5 

Appropriateness 3 3.5 4.5 3 

Relevance 5 5 5 4 

CLEAR score 23 23.5 24.5 20.5 

Why there is a tracking microchip in the COVID 
vaccine? 

    

Completeness 5 5 5 5 

Lack of false knowledge 5 5 5 5 

Evidence-based 5 5 5 3 

Appropriateness 4 4 5 3 

Relevance 5 5 5 3 

CLEAR score 24 24 25 19 

Can AIDS be transmitted by kissing?     

Completeness 2 5 4.5 5 

Lack of false knowledge 3 5 5 5 

Evidence-based 3 5 5 5 

Appropriateness 1.5 4.5 5 4 
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Relevance 2 5 5 4.5 

CLEAR score 11.5 24.5 24.5 23.5 

Is vaping good for smoking cessation?     

Completeness 4 4 4 4 

Lack of false knowledge 5 5 5 5 

Evidence-based 4 5 5 5 

Appropriateness 3 3 5 4 

Relevance 5 5 5 4.5 

CLEAR score 21 22 24 22.5 

Cohen Kappa, approximate T, P value 
0.875, 7.233, 

<.001 

0.780, 4.849, 
<.001 

0.348, 2.085, 
.037 

.749, 5.269, 
<.001 

AIDS: Acquired immunodeficiency syndrome; COVID: Coronavirus disease. 

4. Discussion 

In the current study, the main objective was to introduce a novel tool specifically designed to 

facilitate the evaluation of the accuracy and reliability of health information generated by AI-based 

models such as ChatGPT, Bing, and Bard. This objective appeared timely and relevant given the 

urgent need to carefully inspect the AI-generated content, as it can be susceptible to inaccuracies and 

may present information that seems plausible to individuals lacking professional expertise [1,4,20]. 

Consequently, the current study introduced a new tool referred to as “CLEAR”, which could be 
useful for standardizing the evaluation of health information generated by AI-based models. The 

quest for such a tool appears relevant in light of increasing evidence demonstrating the increasing 

use of AI-based conversational models to seek health information and for self-diagnosis among lay 

individuals [1,7]. 

In this study, five key themes were identified that appeared important in the evaluation of health 

information generated by the AI-based models. Firstly, completeness emerged as a key component 

within the CLEAR tool. Completeness denotes the generation of information in an optimal manner 

and neither being excessive nor insufficient. For lay individuals seeking health information, 

completeness is highly important, since inadequate information carries the risk of negative health 

outcomes [21]. For example, insufficient health information can lead to mistaken self-diagnosis with 

subsequent associated health risks [21]. Additionally, comprehensive health information helps lay 

individuals to make informed decisions regarding their health and can help to improve 

communication with health professionals, that culminates in positive health-seeking behavior [22,23]. 

Consequently, it is important to assess the completeness of health information generated by AI-based 

tools and to identify the possible gaps in such information [1,24].  

Additionally, the CLEAR tool emphasized the crucial aspect of evaluating the possible false 

content in the health information generated by these AI-based models. The generation of incorrect 

health information by these AI tools could have serious negative consequences [1,4,24]. Examples 

include incorrect self-diagnosis and treatment, delayed seeking of medical help, potential disease 

transmission, and undermining trust in healthcare professionals and health institutions [1,6,25]. 

Thus, ensuring the generation of correct, reliable, and credible health information is of high 

importance and should be considered by AI-models’ developers considering the current evidence 
showing the generation of inaccurate information by these AI-based models [26,27]. 

The third component of the CLEAR tool in this study revolved around the importance of 

evidence supporting the AI-generated content. Health information generated by the AI-based models 

should be supported by robust evidence to ensure the accuracy, reliability, and trustworthiness of 

the generated content. Such evidence denotes the delivery of health information by AI models that is 

backed by the latest scientific advances and being free of bias or mis-/dis-information [1,28]. Thus, 

the health information generated by the AI-based models should be supported by credible evidence, 

which aligns with the evidence-based practices in healthcare that aims to achieve better patient care 

and positive outcomes [29]. 

Furthermore, the fourth CLEAR component for evaluating AI-generated health information in 

this study was appropriateness of the content. This means that the quality of content should be 
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characterized by being clear, concise, unambiguous, and well-organized. Clarity involves easy 

understanding of the generated content that is free of medical jargon, while conciseness entails the 

avoidance of unnecessary elaboration. It is also important for the content to have a single and clear 

interpretation, and to be well-organized following a logical order to be easily understandable. 

Ensuring appropriateness in the AI-models generated health information also helps to enhance 

health literacy which empowers lay individuals to make informed health decisions and understand 

the risks and benefits of various treatments and interventions [1,30]. 

Concerning the assessment of AI-generated health information, relevance refers to the necessity 

for precise and pertinent health-related content. Irrelevant information carries the risk of 

misinterpretation, potentially resulting in adverse health consequences [31]. Prioritizing relevance in 

the AI-generated content can prevent information overload and facilitates the clear delivery of the 

essential details, since irrelevant topics that are unrelated to the health query can overwhelm lay 

individuals and hinder their ability to identify what is applicable to their health situation [32]. 

It is important to emphasize that we encourage future studies to test and utilize the CLEAR tool 

to help inform AI developers, policymakers, and health institutions and organizations of the best 

approaches to make use of these AI tool to promote health literacy and to identify potential gaps, 

inaccuracies, and bias generated by these tools. 

Finally, the current study suffered from inevitable limitations as follows. This study relied on a 

small sample of health professionals known to the authors to evaluate the utility of the CLEAR tool 

using artificially generated statements for the purpose of the study. Therefore, additional external 

validation is required to ensure the reliability of the CLEAR tool in evaluating the AI-generated 

health information. Additionally, the pilot testing of the CLEAR tool involved a group of health 

professionals who are familiar with the authors which could have limited the diversity in the 

expertise needed for evaluation of the CLEAR tool with subsequent possibility of bias. Moreover, this 

study did not compare the reliability of the CLEAR tool against other valid tools for evaluation of 

health information limiting the ability to elucidate the strengths and weaknesses of this novel tool. 

However, this approach was not feasible based on the lack of assessment tools specifically tailored to 

analyze the health-related content generated by AI-based models. Furthermore, the CLEAR tool 

validity needs further confirmation through in-depth examination across a broader spectrum of 

health topics, especially those marked by controversy to delineate the possible weaknesses in such a 

tool. Another important limitation stems from the dynamic evolution of the AI-based tools which 

involves continuous development and refinements, which may lead to varying results in subsequent 

testing of the same items, besides the variability in performance of the AI-based models which may 

vary based on the specific prompt construction [33]. 

5. Conclusions 

The CLEAR tool developed in this study, albeit brief, could be a valuable tool to establish a 

standardized framework for the evaluation of health information generated by AI-based models (e.g., 

ChatGPT, Bing, Bard, among others). To confirm the validity and applicability of the CLEAR tool, 

future research is encouraged and recommended involving a larger and more diverse sample, with 

the inclusion of a diverse range of health topics to be evaluated. Subsequently, the CLEAR tool can 

be utilized in various healthcare contexts, possibly enhancing the reliability of assessing the AI-

generated health information. 
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