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13 Abstract: Recently, cloud technology has become popular for smart societies. The Cloud technology
14 has made dynamical network changes by enabling the construction of a logical network without
15 building a physical network. Despite recent research on the cloud, it is necessary to study security
16 functions for the identification of fake VNFs and the encryption of communication between entities.

17 In this paper, we proposed an LW_PKI mechanism that detects a fake VNF and guarantees data
18 security through mutual authentication between VNFs. To evaluate the LW_PKI, we built a MANO

19 environment to test the performance of authentication and key generation for data security. In
20 addition, we applied the artificial intelligence algorithm to detect abnormal behavior by using real
21 attack data in the MANO environment. The LW_PKI guaranteed the reliability of a smart service by
22 enhancing the security of the cloud environment.

23 Keywords: Energy-efficient communications; Green and cloud computing; Network Function
24 Virtualization; Lightweight PKI; Authentication; DDOS; Artificial Intelligence

25

26 1. Introduction

27 Recently, cloud technology has been used to solve energy shortage problems caused by climate
28  change and population growth because cloud technology reduces CAPEX and OPEX by building a
29  logical network without building a physical network. In particular, cloud technology has increased
30 interest in using virtualization technology to provide effective control of services and escape
31  hardware constraints. Because virtualization technology creates a logical network without building
32  a physical network, changing service environments can be rapidly adapted to. The interest in
33  virtualization technology has led to a lot of research on NFV (Network Functions Virtualization) and
34  MANO (Management and Orchestration). In particular, NFV is a core technology for next generation
35  networks and 5G. NFV is a technology that separates software functions from hardware-dependent
36  network devices and provides services through infrastructure based on a general-purpose server. On
37  the other hand, MANO is a core module of NFV that manages different platform layers and
38  configures network services [1-2]. With the spread of cloud computing-based virtual service
39  platforms, various services are increasing. Besides, new application services are emerging to satisfy
40  user requirements. Despite recent research, it is necessary to study security mechanisms against fake
41 VNFs and data leakages, and abnormal behavior. That is, mutual authentication between entities and
42  encryption of communication are not guaranteed in the cloud environment. Through the threats,
43  attackers can access shared resources, and services can be disabled through an attacker’s abnormal
44 behavior. Thus, a security mechanism to ensure reliability in a cloud environment is essential.

45 There are three main security threats in an NFV environment. The first security threat is that
46  thereisno mutual authentication between VNFs or a VNF and an EM(Element Management). Mutual
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47  authentication guarantees secure communication between a VNF and a VNF, and between a VNF
48  and an EM against a man-in-the middle attack in a multi-tenant environment. The second security
49  threat is VNF services data leakages. Data security between VNFs can prevent data theft by fake
50  VNFs and contaminated VNFs. The last security threat is a resource consumption attack due to the
51  contamination of a VNF. The abnormal behavior of contaminated VNFs affects the overall service in
52 avirtualized network. In this paper, we propose a lightweight PKI (LW_PKI) that performs mutual
53  authentication between VNFsin a virtual environment and generates secure communication by using
54 asecurity key for data security. The LW_PKI blocks fake VNFs through the mutual authentication
55  and data security between VNFs.

56 In addition, in this paper, the performance of various Al (Artificial Intelligence) algorithms used
57  for abnormal behavior detection is measured. To test abnormal behavior detection by the Al
58 algorithms, we used 7.7 DDoS attack data which occurred in 2009 [3].

59 The subsequent sections of this paper are organized as follows: In Section II, we discuss the
60  concept of PKI, abnormal behavior detection, and various artificial intelligence techniques. In Section
61 III, we describe the LW_PKI developed in this study, and in Section 1V, the LW_PKI is tested for
62  performance of mutual authentication, and security key sharing and abnormal behavior detection.
63  Finally, this paper is concluded in Section V.

64  2.Related Work

65  2.1. PKI : Public Key Infrastructure

66 PKI is the framework that guarantees secure data exchanges using a private key and a public
67  key which users receive from a trusted authority in an insecure public network [4]. A PKI is
68  constructed with a CA (Certificate Authority), an RA (Registration Authority) and a VA (Validation
69  Authority) [5]. Each entity in a PKI has a public key for CA and a certificate which includes its private
70  key and public key. The authentication begins when an initiator requests authentication by
71  transmitting a certificate signed with its own private key. A CA that receives a certificate signed with
72 aprivate key can decrypt the certificate with its own public key, and authenticate the initiator using
73 the received public key from an authentication request message. Besides CAs, PKIs have RAs that
74 carry out registration procedures, and a VA that validates certificates. Finally, the other party's public
75  key, obtained in the authentication process of the entity, is used as an encryption key in data
76  communication because data encrypted by a public key can be decrypted using a private key by the
77  other party [6]. Even if a PKI authenticates with the other party via the trusted certification authority,
78 and guarantees secure communication with the other party, when the PKI components RA, CA, and
79  VAinstall in a virtual environment, a large amount of resource is required, and overhead occurs [7].
80 Therefore, the LW_PKI is considered with the overhead of a PKI in a virtual environment. In this
81  paper, we propose an LW_PKI (Lightweight PKI) which is suitable for a MANO based virtual
82  environment. The LW_PKI can guarantee mutual authentication and encrypted data communication
83  without changing existing MANO functions.

84  2.2. Abnormal Behavior

85 DoS (denial of service) affects services because system resources are exhausted by an attack. In
86  other words, a DDoS (distributed DoS) attack against internet services is difficult to prevent due to
87  the vulnerability of protocols. In addition, The smart service is more vulnerable to DDoS attacks
88  because they are located in distributed locations and attack targets at the same time [8-9].
89  Furthermore a DDoS attack uses multiple botnets to attack the cloud system, consuming shared
90  resources more rapidly than a DoS attack, and lowering the efficiency of computing energy.

91 Bandwidth consuming attacks, resource consuming attacks, and application attacks are
92  representative DDoS attacks [10]. In a bandwidth consuming attack, an attacker controls many
93  zombies to generate a large number of packets to exceed the network bandwidth capacity. In
94  particular, a bandwidth consuming attack can cause a connection failure to other systems in the same
95  network. UDP flooding, which transmits a large number of UDP packets, and ICMP flooding, which
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96  uses a large number of ICMP packets, are examples of bandwidth consuming attacks [11]. In a

97  resource consuming attack, an attacker increases the CPU load of a system by increasing the packet

98  throughput using TCP. Although a resource consuming attack does not increase the bps, it generates

99  system overhead due to an increase in pps (packets per second). SYN flooding attack using a SYN
100  packet is an example of a resource consuming attack [12]. Finally, in an application attack, an attacker
101  generates a disorder of system services through excessive application access. The Slowloris DDoS
102  attack, incidents of which have recently increased, is an application attack. In the Slowloris DDoS
103  attack, an attacker uses two methods. One is the HCCP CC method through which an attacker
104  interrupts the use of cache by a system, and the other is HTTP GET flooding through which an
105 attacker uses an abundance of HTTP GET messages for attacks [13]. Since the NFV environment is a
106 virtual environment, an attacker can load multiple VNFs in a tenant. Therefore, an attacker can cause
107  abandwidth exhaustion attack that depletes a virtual network bandwidth using a large number of
108  packets in the network, resulting in great damage that paralyzes a whole network. In other words, if
109 an attacker makes a botnet with a VNF in a tenant, the botnet can infect all VNFs in the tenant, and
110  cause the paralysis of services. However, DDoS attacks can be prevented by communication after
111  verifying the identity of a VNF using a PKI certificate. Therefore, it is possible to block abnormal
112 behavior through authentication of the traffic sender and white list-based communication.

113 2.3. Artificial Intelligence

114 Al (Artificial intelligence) requires a long learning time; however, we can determine whether
115  various input traffic is an attack or not. Among Al techniques, a clustering algorithm can be used for
116  abnormal behavior detection [14] because a clustering algorithm can detect a pattern in a large
117  amount of data and identify an attack by the pattern. Representative clustering algorithms are
118 Farthest First, Hierarchical Cluster, and LVQ [15]. Using the Farthest First algorithm, observed data
119  is clustered by selecting specific data and classified the data while searching for data in order of data
120  having a large difference from the designated data. The Farthest First algorithm uses a method for
121  discriminating the similarity of data by using differences between the data [16]. Using the
122  Hierarchical algorithm, observed data can be clustered into groups without specifying the number of
123 groups. The Hierarchical cluster algorithm uses an agglomerative method which specifies data and
124 merges the data with the closest group, and a division method which divides a large group into
125  smaller groups according to criteria [17]. The LVQ algorithm is a supervised learning algorithm for
126  clustering input vectors according to initial weights using a competitive learning method. The
127  similarity between the data on input layers and the data on output layers is calculated, and the
128  reference data is updated according to the similarity. The observed data is clustered while repeating
129  the process of calculation and updating [18]. Using these clustering algorithms, we can determine
130 whether traffic between VNFs in a virtual environment is abnormal or not. Therefore, if a VNF
131  infected by an attacker performs an abnormal behavior, we can detect the DDoS attack using an Al
132 algorithm, and protect VNFs by blocking traffic from the source.

133 3. The Lightweight PKI
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134 Figure 1. The architecture of the LW_PKI
135 The LW_PKI consisted of a CIS (Certificate Issue Subsystem) and a CVS (Certificate Verify

136  Subsystem). (A) was a CIS for registering a certificate and issuing a certificate in the VIM, and (B) was
137  aCVSfor verifying a VNF issued certificate. (C) was a security descriptor that contained information
138  for generating a certificate. A certificate was issued by the LW_PKI when a VNF or an EM was
139  installed in the virtual machine. Each VNF and EM use issued certificates for mutual authentication
140  and data security.

141  3.1. LW_PKI:Lightweight Public Key Infrastructure

142 The CIS of the LW_PKI consisted of an RM (Registration Module), which was a certificate
143  registration module, and a CM (Certificate Module), which was a certificate issue module. In
144  addition, the CVS was composed of a VeM (Verification Module) for verifying certificates, and a
145  CertDB for storing certificates. The SeC_EM included its own certificate when a tenant was created,
146  and a VNF certificate was issued from the CM in the CIS during a VNF instantiation process. We
147  defined a security descriptor for information about issuing certificates. Table 1 shows the contents of
148  the security descriptor.

149 Table 1. Contents of the security descriptor.
Field Contents
Serial Unique ID for certificate
Signature Algorithm Algorithm for digital signature
Validity Period Certificiate validity period
Subject Public Key Info. Information about public key subjects
Issuer Unique Identifier ID for certificate issuer
Subject Unique Identifier EM ID(or VNF ID) for Certificate owner
Extensions Reserved fields
150
151 Serial was a serial number for identifying a certificate, and the signature algorithm was the

152  signature algorithm to be used for the certificate. Validity Period was the term of validity for a
153  certificate, and this value was input giving consideration to the security policy according to the
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154 purpose of the Sec_EM and VNF. Subject Public Key Info. was the information of the public key for
155  subjects, and Issuer Unique Identifier was an ID for the subject of a certificate such as Sec_EM’s ID
156  (IDseem) and VNF’s ID (IDvnr). Finally, the Subject Unique Identifier was the ID (IDvwr or IDsec_em) of
157  a certificate subject. Figure 2 shows the VNF instantiation process.

158
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159 Figure 2. The VNF Instantiation process.
160 In process (a), the Orchestrator transmits the VNFD (VNF descriptor), the resource information,

161  and the security descriptor for issuing a certificate to the VIM. (b) is the process in which the VIM
162  generates a certificate based on security descriptor information, and stores it in the Cert_DB. In
163  process (c), the VIM installs a certificate in the virtual machine where a VNF will be placed. In process
164 (d), the VIM transmits a VNF_ID and a Tenant_ID to the Orchestrator. In case of tenant creation,
165 instantiation of the Sec_EM is required. The Sec_EM starts with its own certificate in process (e). The
166  RM identifies the VNF requesting certificate issuance using information such as Tenant_ID, VNF_ID
167 or EM_ID, and VNFD, and requests the CM to issue a certificate. Identification of a VNF is
168  implemented using equation:

Secrety,s = Tenant_ID @ VNF_ID 1
169 The CM creates a key pair (Public key and Private Key) and issues a certificate, and stores the
170  certificate in the Cert DB.
171  3.2. Mutual Authentication
172 In general, a VNF service is started by a VNFM or a Sec_EM. To start a VNF, mutual

173 authentication was needed between a VNF and a Sec_EM in the LW_PKI. In Table 2, the parameters
174  for mutual authentication can be seen.

175 Table 2. Parameters in authentication between VNF and Sec_ EM.
Parameter Information
Rsec_EM or Rune Random Number for authentication about Sec_EM or VNF
Certsec_emor Certvnre Sec_EM or VNF certificate
Certsec_em” or Certvne’ Sec_EM or VNF certificate in Cert_DB

176
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177 The mutual authentication process is shown in Figure 3.
178
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179 Figure 3. The authentication process between a Sec_EM and a VNF.
180 (a) is the process through which the Sec_EM requests authentication. During the authentication

181  process, the Sec_EM transmits its own ID (IDsec_em), Random value Rsec_em, and Ecersec b (Rsec_Enm)
182  which is encrypted with its own private key for digital signatures. In process (b), the VNFM searches
183  the Certsec er’ with a received IDsec bm in the Cert DB to decrypt a received Ecertsec em (Rsec_im). (€) is the
184  process of searching the Certsec_em' corresponding to the IDSec_EM. In process (d), the VeM compares
185  the Rsec kv with Rsec eM” after the decryption of the Ecertsec im (Rsec_im) by the Certsec Em to authenticate
186  the Sec_EM and verify the integrity of the Rsec_em. In process (e), the VNFM transmits the VNF Auth
187  ACK message to the Sec_EM. Similarly, the VNF to VNF authentication process is shown in Figure

188 4.
189
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190 Figure 4. The authentication process between VNFs.
191 In process (a), the VNF transmits an IDvwr, an Rvar, and an Ecertvne (Rvar) to the CVS in the VNFM.

192  In process (b), the VNFM transmits the IDvxr to the Cert DB for comparing the Certvnr with the
193  Certw¥ in the Cert DB. In process (c), the Cert DB relays the Certvne’ corresponding IDvnr to the VeM.
194  In process (d), the VeM compares the Rvnr with the Rvne” after decrypting the Ecertsec em (Rvnr) to
195  authenticate the VNF and verify the integrity of the Rvnr. In process (), the VNFM transmits a VNF
196  ACK message to complete the mutual authentication between the Sec_EM and VNFs. Authentication
197  between VNFs is performed by a CVS in a VNFM like the above process.

198  3.3. Secure Communication

199 The process of achieving secure communication between VNFs in the same tenant is as follows.
200  In Table 3, the parameters to create the data encryption key are shown.

201 Table 3. Parameters in secure communication between VNFs.
Parameter Information
Raors Random Number for authentication about VNF
Certaors VNF certificate

Certa’ ors VNF certificate in Cert_DB
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DEK Data Encryption Key

202

203 After the authentication between a Sec_ EM and a VNF, or between a VNF and a VNF, a
204  symmetric key DEK (data encryption key) for encrypting a communication is generated using IDvnr
205 IDsec_em, and Nonce. The VNFM transmits a DEK to a VNF, as shown in Figure 5.

Virtual Machine (8) Ecur (R, DEK), VNI:/ I:;;.;ger
Sec EM Ecern (Rg, DEK) ( )
Certificate Verify System (CVS)
h) E(“'"A (RA’ DEK) (b] EC"‘B (RB, DEK) E ‘ Verification Module (VeM) ‘ E
UNF A | o ((:;sc) VNF B | Cert DB i
206 Figure 5. The secure communication between VNFs.
207 The generation process for a DEK is shown in equation:
DEK = IDvnE @ [Dsec Em @ Nonce (2)
208 The VNFM encrypts a generated DEK with a Certa or a Certs stored in the Cert DB, and transmits

209 it with parameters to all VNFs. Each VNF obtains a DEK after decrypting an Ecerta (R4, DEK) and Ecens
210  (Rs, DEK) using the private key of the certificate. In other words, a VNF A and B encrypt messages
211  and communicate securely with each other.

212

213 4. Implementation and Performance

214 In this chapter, we analyze the performance of the LW_PKI. Regarding the performance of the
215  LW_PKI, we performed two tests. The first test analyzed the time and system resources required for
216  VNF authentication when the LW_PKI was applied in an NFV environment. The second test
217  compared the detection rate of a DDoS using various artificial intelligence algorithms in a virtual
218 environment. There were three tenants used in the test, and there were ten VMs in each tenant. We
219  set one VNF for each VM, and allocated 1 CPU and 2 GB of memory.

220  4.1. Implemenatation and Performance

221 In a tenant, mutual authentication was performed between a Sec_EM and a VNF, or between
222  VNFs. We used PKI certificate based authentication, and the time required for authentication is

223  shown in Figure 6.
224
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225 Figure 6. Authentication time in LW_PKI.
226 Figure 6 shows that the average authentication in the physical environment is 0.28 seconds and

227  0.59 seconds is required in the virtual environment. The average authentication time in the virtual
228  environment takes about 47% more time than the physical environment. Figure 7 shows the system
229  resource requirements for certificate-based authentication.
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230 Figure 7. CPU utilization for authentication.
231 We compared the CPU utilization when the LW-PKI was operating in an actual and a virtual

232  environment. On average, the CPU utilization on the physical machine was 4.2%, and also 4.2% on
233  the virtual machine. The system resource showed that the virtual environment and the physical
234  environment used the same amount of resources. Therefore, the LW-PKI in a virtual environment
235  took 0.31 seconds longer than in a physical environment, and system resource had no overhead.

236  4.2. DDoS Attack Detection Using Als
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237 To test for abnormal behavior contaminating VNFs in the same tenant, various artificial
238  intelligence algorithms were used. We used ICMP flooding, SYN flooding, and UDP flooding for
239  DDoS attacks, and compared the performance of each algorithm. The Al algorithms used in the test
240  were Farthest First, Hierarchical Cluster and LVQ (Learning Vector Quantization). The attack traffic
241  used in the test is shown in Table 4.

242 Table 4. Input Traffic.
ICMP Traffic SYN Traffic UDP Traffic
74 byte — 1000 byte 1500 byte 74 byte — 1000 byte
243
244 On July 4, 2009, important sites in the world such as the White House and the NASDAQ in the

245  USA, and in South Korea, the Blue House and the Ministry of National Defense on July 7 of the same
246  year were targets for attack. These attacks have been called the 7.7 DDoS attacks. The attack traffic
247  for the tests in this study was obtained from the 7.7 DDoS attacks [3]. The protocols of the attack
248  traffic were ICMP, SYN, and UDP, and bps (bits per second) was up to 200Kbps, and pps (packets
249  per second) was up to 3Kpps. The detection rates of the DDoS attacks were calculated by comparing
250  whether the test results were the same as the actual results or not. Increasing the number of datasets,
251  we compared the detection rate and the actual attack rate for each algorithm. The detection rate for
252  each algorithm is shown in Figure 8.

253
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;\;: 60
z
g
S 40
i
o0 T e T e et T e
e
0 T T T T T T T T 1
254 Figure 8. Error rate for Al algorithms.
255 When the number of datasets was 100, the false positive was 10%. When the number of datasets

256  was 1000, the false positive was 8%. As the number of datasets increased, the detection error
257  decreased. The average detection error rates for each algorithm were as follows: For the Farthest First
258 algorithm, it was 11.3%, 12.0% for the Hierarchical cluster algorithm, and 22.1% for the LVQ
259  algorithm. We discovered that the detection rate of the Farthest First algorithm was 0.7% better than
260  the Hierarchical cluster algorithm, and 10.8% better than the LVQ algorithm. The resource
261  requirements for operating each algorithm were as follows.

262
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263 Figure 9. CPU utilization for Al algorithms
264 All algorithms consumed 1% or less of the CPU resources during operation, respectively. The

265  CPU utilization used for each algorithm was 0.30% for the Farthest First algorithm, 0.49% for the
266  Hierarchical cluster algorithm, and 0.52% for the LVQ algorithm. In other words, the Farthest First
267  algorithm consumed 0.19% less than the Hierarchical cluster algorithm, and 0.22% less system
268  resources than the LVQ algorithm. Therefore, the Farthest First algorithm had a higher DDoS attack
269  detection rate than the Hierarchical algorithm and the LVQ algorithm, and consumed less system
270  resources.

271 5. Conclusion

272 Since NFV is employed by organizations in order to reduce management costs, and to manage
273  network environments efficiently, research on NFV is being undertaken. Despite the popularity of
274 NFV, there is still a lack of research on the security threats between VNFs.

275 In this paper, we proposed an LW_PKI for VNF authentication and as a security mechanism to
276  guarantee a secure NFV environment. The LW_PKI is a PKI for virtual environments that performs
277  certificate-based mutual authentication and prevents data leakages by using security keys. We
278  compared the performances of various Al algorithms detecting abnormal behavior of contaminated
279 VNFs in NFV. When the LW_PKI was enabled in a virtual environment, it took 0.31 seconds longer
280  to operate than in a physical environment. Therefore, the LW_PKI is an efficient secure mechanism
281  in a virtual environment, and authentication can be performed without overhead affecting system
282  performance. In addition, we confirmed that DDoS attacks can be detected by executing the Farthest
283  First algorithm in a virtual environment. The proposals for the mutual authentication between
284  entities and encryption of communication can be used to verify the stability of the cloud environment,
285  and improve energy efficiency.
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