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Abstract

This article investigates the prospects and challenges related to the implementation of generative
neural networks in the educational processes of medical universities. The relevance of the subject
matter arises from the recent integration of these technologies into academic discussions and the
current absence of corresponding regulatory frameworks governing their application in education.
The study employed a qualitative approach involving in-depth interviews with both students and
faculty members at the South Ural State Medical University. Thirty interviews were conducted with
students, while ten additional interviews took place with professors who hold doctoral and
postdoctoral qualifications. The analysis of interview responses indicates that students frequently
employ generative neural networks in their academic work, often in ethically questionable manners.
Typical examples of misuse included drafting reports, thesis papers, presentations, and even
completing examinations. Respondents predominantly justified their choices based on the swiftness
of receiving completed outputs. Nevertheless, several rare cases of ethical uses emerged, particularly
concerning statistical calculations. Among the interviewed educators, opinions varied widely
regarding the role of artificial intelligence in instruction. While most acknowledged its utility as a
valuable tool, they also highlighted the importance of adhering to principles that ensure equity,
transparency, and mutual respect between students, instructors, and administrators. In conclusion,
the present study emphasizes the urgent need for deeper exploration of how generative neural
networks are utilized in medical education due to the risks posed by inadequate legal oversight.
These findings recommend continued investigations employing quantitative techniques alongside
formulating guidelines for regulatory documents aimed at safeguarding high-quality medical
professional development.
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Relevance

Information and communication technologies play a crucial role in modernizing medical
education systems, especially under conditions of limited resources typical for low- and middle-
income countries. Modern methods such as virtual modeling, remote access, and artificial intelligence
have the potential to transform traditional teaching approaches, making them individualized,
accessible, and learner-centered. The successful experience of implementing innovative solutions
underscores the importance of integrating digital technologies to bridge educational gaps and foster
highly skilled health care professionals (Pebolo et al., 2024).
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Since 2022, the opportunities and challenges associated with the adoption of generative neural
networks powered by artificial intelligence (hereinafter referred to as AI) have become topics of
discussion in academic circles. There are documented cases where graduation projects have been
entirely written using generative neural networks, and it has been noted that chat-bots can assist in
passing tests during the preliminary certification examination for medical practitioners specializing
in general medicine. Despite these developments, there remains no established legal framework
regulating the use of Al in education, despite its direct impact on the system (Bezuglyy, T. A., &
Ershova, M. E. (2023); (Ilinykh, V. A., Bezuglyy, T. A., & Zavarukhin, N. E. 2025).

Objective

To assess the potential benefits and limitations of implementing generative neural networks in
medical education.

Methods and Material

Consider the design of a qualitative study:

1. Research Question: Do participants in the educational process (students and teachers) utilize
Artificial Intelligence-based tools?

2. Data Collection Method: Anonymous face-to-face interviews conducted directly by
researchers in Russian language with audio recording.

3. Instrument Development: An interview structure was developed consisting of two parts: a
passport section (3 questions) and a research section (6 questions).

4. Data Collection: Interviews were conducted with randomly selected students and faculty
members at South Ural State Medical University from January 15th to January 30th, 2025.

5. Data Analysis: Audio recordings were analyzed, synthesized, and key findings related to the
research questions were extracted by the authors.

This study involved conducting 30 in-depth interviews with students and 10 interviews with
teachers (Ph.D.s and Doctors of Science) affiliated with the Southern Ural State Medical University.

Interviews represent a qualitative method of collecting detailed insights; however, they limit
quantitative evaluation and statistical analyses. Interpreting qualitative data requires caution and
awareness of researcher bias.

Limitations of Sample Selection

The study focuses exclusively on one institution —the Southern Ural State Medical University —
and thus restricts generalization beyond this context. Findings might differ significantly when
applied to other institutions across regions or countries.

Thirty interviews with students and ten interviews with faculty members were conducted.
Although this number ensures rich qualitative data, it may compromise sample representation and
reliability of conclusions. Larger samples would enhance diversity of perspectives and improve
overall validity.

For editing the English-language version of the article, we used a large language model
(GigaChat).

The participants in the interview signed a voluntary informed consent.

The research was awarded a 2nd degree diploma at the IX International Youth Scientific and
Practical Forum «Medicine of the Future: from development to implementation» (Orenburg State
Medical University).

Results

According to the authors’ assessment, the utilization of generative neural networks in medical
education can be categorized into two distinct categories: ethical and unethical.
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Ethical usage of Al in education involves adherence to certain guiding principles aimed at
promoting fairness, transparency, and respect for the rights of all stakeholders including students,
faculty, and administration (Foltynek, T., Bjelobaba, S., Glendinning, I., et al. (2023). Illustrative
examples of ethical practices include performing statistical computations, generating idea clouds,
and facilitating literature searches. It should be noted that according to the position outlined by the
Ministry of Science and Higher Education in response to an inquiry in 2023, the inclusion of Al-
generated content in academic submissions is permissible if limited to acceptable levels equivalent to
those allowed for citations and references (Bezuglyy, T. A., & Ershova, M. E. 2023; Dambegov, A. A.
2023).

Unethical use of Al, conversely, refers to practices that violate fundamental principles of justice,
openness, and respect for others’ rights (Foltynek, T., Bjelobaba, S., Glendinning, 1., et al. (2023). Based
on interview outcomes, 26 students reported engaging in unethical behavior when utilizing
generative neural networks. Specific instances mentioned by respondents encompassed composing
review articles, preparing dissertations, crafting presentations, solving problems across basic and
clinical disciplines, sitting exams, and responding to instructor queries. Speed of response generation
served as the predominant rationale behind adopting these behaviors.

It is worth noting that only two respondents described ethical usages of Al-related tools—
namely, executing statistical analyses. Four respondents indicated non-use of Al altogether. Among
experts surveyed, one held an outright negative stance towards incorporating Al in academic tasks,
whereas another fully endorsed its use. The majority (eight experts) adopted a balanced perspective,
viewing Al as essentially a tool available to students whose appropriateness hinges upon critical
engagement with output rather than uncritical reliance. Specifically, presenting Al-produced
material as original work was deemed unethical, although leveraging it for defined purposes like
statistical computations was considered legitimate.

Discussion

Currently, there is an active discussion about transforming educational systems as a whole,
particularly those focused on training healthcare professionals, in low- and middle-income countries
due to the impact of artificial intelligence (Al). Despite existing constraints such as lack of consistent
internet access, high costs associated with hardware or software, and unavailability of certain Al
applications within specific regions—researchers have observed that most students are already
utilizing Al tools. Furthermore, they have established a statistically significant relationship between
awareness of Al and its application in learning environments (Wobo et al., 2025).

Researchers who implemented interactive displays equipped with chatbots based on Al into
their medical training programs report that these technologies provide personalized experiences for
each student, enabling virtual simulations and real-time feedback. These innovations positively
influence curriculum mastery, knowledge gap reduction, and skill acquisition (Pebolo et al., 2024).

The critical issue concerning the utilization of Al in medical education lies in the absence of
regulatory control over this technology. Three examples illustrate this problem. Firstly, the capacity
for self-learning may lead to inaccurate information being embedded into chatbot responses.
Secondly, without proper oversight, discrepancies can arise in treatment standards if AI models
trained on clinical guidelines from one country disseminate them globally, even when conflicting
with local practices. Thirdly, chatbots occasionally generate nonexistent data, posing substantial risks
during practical implementation in medicine and healthcare settings (Titus, 2024; II'inykh et al., 2025).

Conclusions

1. The use of generative neural networks in the academic environment of a medical university
can be divided into two main areas: ethical and unethical usage.

2. The majority (n=26) of participating students engaged in unethical use of Al for completing
academic assignments or preparing works. Only two students reported experiences of ethical
use of generative neural networks.
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3. The primary motivation for unethical use of generative neural networks was the rapid
availability of answers.

4. The majority (n=8) of interviewed lecturers (Ph.D.s and Doctors of Science) expressed the view
that Al serves primarily as a tool for students, with its use being permissible provided there is
critical processing of the generated content.

Final Remarks

This article marks the beginning of investigating the role of Al in medical education. The authors
intend to continue studying this phenomenon by transitioning from qualitative to quantitative
research methodologies. Conducting more extensive research on the influence of modern tools on the
training of healthcare professionals appears crucial not only for establishing a regulatory framework
but also for maintaining consistently high standards in national healthcare workforce development.

Funding: The research was supported by a grant from Rosmolodezh Grants for the project «Youth Scientific
Laboratory «Synopsis», URL: http://sinopsislab.ru.
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