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Abstract: Machine learning plays a key role in present day crime detection, analysis and9
prediction. The goal of this work is to propose methods for predicting crimes classified into10
different categories of severity. We implemented visualization and analysis of crime data statistics11
in recent years in the city of Boston. We then carried out a comparative study between two12
supervised learning algorithms, which are decision tree and random forest based on the accuracy13
and processing time of the models to make predictions using geographical and temporal14
information provided by splitting the data into training and test sets. The result shows that15
random forest as expected gives a better result by 1.54% more accuracy in comparison to decision16
tree, although this comes at a cost of at least 4.37 times the time consumed in processing. The17
study opens doors to application of similar supervised methods in crime data analytics and other18
fields of data science.19

Keywords:Machine learning; decision tree; random forest; crime data analytics.20
21

1. Introduction22

In previous years, crime rate in Boston has experienced a significant increase especially in23
cases of property crimes like burglary, theft and vehicle jacking. Boston is the biggest and most24
populous city in the commonwealth of Massachusetts comprising of numerous districts (as seen in25
figure 1) and as a result is currently estimated by the Uniform Crime Reports (UCR) managed by26
the Federal Bureau Investigation (FBI) to be the leading city in crime compared to its fellow cities.27
Some of these Boston districts experience more crime than the others. Estimating crime statistics28
had been a difficult task for law enforcement before UCR was introduced [1, 2]. The UCR program29
has improved crime data administration, management and statistical analysis in order to control the30
occurrence of crimes especially the most violent ones. UCR classifies crime into three main parts31
based on their severity and level of violence.32

Law enforcement is looking towards data mining and machine learning to properly analyze33
crime data and make attempts in predicting possible future incidents based on crime pattern34
recognition. Machine learning is a branch of artificial intelligence (AI) and data analytics that35
enables machines perform operations more skillfully through powerful algorithms capable of36
recognizing patterns and classifying data used in performing designated tasks [3, 4]. There are37
numerous robust algorithms of machine learning. These different algorithms are either38
unsupervised (data driven), supervised (task driven) or reinforcement learning. Some of the most39
commonly implemented ones include (i) Artificial neural networks (ii) Decision tree (iii) Linear40
regression (iv) Random forests (v) Logistic regression.41

Numerous studies have employed these machine learning algorithms for crime data analysis42
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[5, 6]. The main objective of crime data mining is to recognize patterns in criminal behavior to43
enhance law enforcement prediction of anticipated crime activities in certain areas in order to44
prevent them in the future. Linear regression has been used in some works [6], although due to45
drawbacks such as being limited to linear relationships, it only considers the mean of the dependent46
variable and is sensitive to outliers [7], other methods were implemented to overcome some of these47
limitations, for example, logistic regression, decision tree, random forest and artificial neural48
networks.49

Antolos et al [8, 9] employed logistic regression to analyze burglary by investigating the50
relationship between specific predicting factors and burglary occurrence probability. The goal of51
their research was to understand when and where a burglar would choose to strike a particular52
residence based on previous burglary activities. Other studies have shown crime activities53
reporting and prediction using similar method [10]. Decision tree and random forest are also54
popularly used approaches in crime data analytics. Gutierrez and Leroy [11] explored crime55
reporting prediction using decision trees and crime victimization survey. Bogomolov et al [12]56
trained a variety of classifiers on a training data following a comparison between 5 methods using a57
5-fold cross validation strategy, which showed a decision tree classifier based on Breiman’s random58
forest algorithm to give the best performance in comparison to the others. This study was carried59
out on data from London Boroughs with the aim of predicting crime from demographics and60
mobile data.61

The advantages of considering these supervised learning methods, on one hand is that62
probability and ranking estimation are slightly more efficient using logistic regression [4]. On the63
other hand, decision tree is helpful for performing feature selection and variable screening, while64
random forest considers multiple decision trees and surmises the best possible result. They also65
have remarkable robustness and quite easier to interpret and explain to a non-statistically inclined66
expert [3, 4, 13]. In the present study, we consider decision tree and random forest learning67
algorithms to analyze Boston crime data from recent years. The article is divided into a theoretical68
background of machine learning and algorithms used in the work. The visualization and analysis of69
the data set is presented in section 3. In section 4, we discuss the different models and the70
computational implementation. We talk about the questions the study answers and also the71
predictions made based on the UCR information given in the data set. A final comparison between72
the two models is done based on the results obtained.73

74

Figure 1. Boston District Map accounting for the main districts in the city [14]75
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2. Machine Learning Algorithms76

Machine learning as mentioned earlier is a useful tool in analyzing data, performing data77
extraction and making prediction by implementing efficient algorithms that enables machine to78
perform their designated tasks cleverly. There are three main classifications of these algorithms (i)79
Unsupervised learning (ii) Supervised learning (ii) Reinforcement learning algorithms. Supervised80
learning algorithms are machine learning algorithms that perform tasks based on inferred functions81
from supervised training data. The objective of these methods is to identify the relationship82
between input objects (independent variables) and a target attribute (a dependent variable). The83
relationship is achieved through the algorithm model by predicting the target attribute based on84
given values of the input objects, this means that in supervised learning the algorithm analyzes the85
training data to form a basis for accurate description and prediction of an inferred function. The86
two widely implemented supervised models are classification and regression models.87

The learning algorithm is provided with two data sets, the training and the test sets [4, 15]. The88
task of the algorithm is to establish rules for classifying unlabelled information in the test set by89
analyzing already labeled information from the training set. The training set comprises of pairs to90
the nth order. Consider a set of measurements of a data point, �� and its label, �� . The training set91
STRAIN will be92

STRAIN � ��� �� � �� ��� ��

Assume that �� is a vector accounting for types of crime classification including severity, area,93
time of occurrence and other relevant information. The label �� could be a classification of the94
crime with or without shooting. On the other hand, the test sets comprise of unlabelled m95
measurements as shown below.96

STEST � ��t� � �� ��th

In our work, we consider two supervised learning algorithms, which are (a) Decision tree and (b)97
Random Forest. These particular methods were chosen over linear and logistic regression methods98
due to the type of data set chosen and predictions made.99

100
(I) Decision Tree: Decision tree learning is one of the most popular and widely used methods for101
representing classifiers and inductive inference. It consists of 3 main nodes: root, internal and leaf102
nodes. Decision tree performs grouping of instances by sorting them from the root to specific leaf103
nodes. Each leaf node is assigned a class label and has no outgoing branch while in the case of104
non-leaf nodes, the branches correspond to classifications of instances based on test conditions from105
posing series of questions about their corresponding characteristics. Some of the advantages that106
make this method considered as suitable for this data are decision trees can handle heterogeneous107
data and are easily interpretable [4, 13].108

109
(II) Random Forest: Random forest is an ensemble learning method, normally trained with the110
bagging method that creates a set of decision trees from a random selection of subsets in the111
training set, which combines the choice from different decision trees to give the test object its final112
class. This implies that random forest learning combines different learning models to enhance the113
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overall result. The main advantage of random forest over most machine learning algorithm is its114
applicability in classification and regression problems [16].115

3. Data Visualization and Analysis116

3.1 Data Source and Description117
The dataset selected to carry out this study is a dataset that contains records from recent crime118
incident report system from the second half of 2015 to the first half of 2018 which classifies the type119
of incident as well as providing information about the time and geographical location of the120
incident. The crime data, stored in a csv file, is provided by the Boston department of police and121
made available on Kaggle Datasets [17]. It contains 17 columns and 328k rows. The format of the122
data is shown in figure 2 below:123

124

125

126

Figure 2. Crime Data Summary127

Explanation of column names:128

INCIDENT_NUMBER: File number registered in the police office129
OFFENSE_CODE: Corresponds to a specific kind of crime130
OFFENSE_CODE_GROUP: Name of the crime131
OFFENSE_DESCRIPTION: More specific name of the crime132
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DISTRICT: Neighbourhood in Boston133
REPORTING_AREA: Place defined by the police134
SHOOTING: “Y” stands for cases where shooting occurred135
OCCURRED_ON_DATE/YEAR/MONTH/DAY_OF_WEEK/HOUR: Time136
UCR_PART: Rate of the crime, part 1 is the highest rank137
STREET/LATITUDE/LONGITUDE/LOCATION: Place happened138

139
3.2 Visualization method140

We used ggplot2 package in R to visualize the data. Different kinds of plot are implemented to141
analyze the data from different perspectives. In order to accelerate the processing speed we used142
bigvis package to plot the heat map [18].143

The data can be categorized into 3 subsets. The first is about the place of the crime, for example,144
street name and coordinates. The second is about the time of the incident, for example, date and145
hour. The last subset is about the description of the crime, for example, UCR part and offense code146
group.147

148
3.3 Visualization based on Time149

In figure 3a the plot represents the count of crime for each month (in colours) as a function of150
years. It is important to note that the data of 2015 and 2018 is incomplete. For 2015 the data is from151
July to December while for 2018 the data is from January to June. Thus in the following152
visualization if the observations in number of crimes is less in 2015 and 2018, it does not surely153
imply that the number of crimes decreases these 2 years but the amount of data is less.154

155
(a)156

157
(b)158

Figure 3.Number of Crimes by Year as a function of (a) month (in color) and (b) Districts159
In figure 3b, the brightness shows the number of crimes in different districts by years. The 2 tiles in160
the center are brighter than the head and tail due to more data in 2016 and 2017. The first column is161
the crime cases without district information. If we compare horizontally, the top 3 districts in162
number of crimes are B-2, D-4 and C-11. The district with the least amount of crimes is A-15.163
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164

165
Figure 4. Total number of crimes for each year as a function of (a) year (b) months (c) Percentage of crimes by166

UCR Parts167
In figure 4a, the orange line and purple line are for 2015 and 2018 which do not cover the entire168

year. The general trend observed is that August and September are the peaks in number of crimes.169
After these peaks, the number of crime significantly decreases and is at its lowest in February. In170
figure 4b, which represents crime as a function of the hour, the peak of crime activities shows up in171
the afternoon at around 17h and it continues decreasing to the lowest point in the early morning172
around 5h. After 5h, the number of crimes grows and the second peak appears at around 12.173

In figure 4c, in order to compensate for the influence of different total numbers of crimes in174
different years and lack of sufficient data for 2015 and 2018, we convert the crime numbers into175
percentages by using the UCR parts as categories to see the tendency during the years. In the graph,176
as the percentages of part one and part two crimes decrease over the years, the percentage of part177
three crimes increases. Based on the categorization of UCR parts, we can see that part one crimes178
are the most severe and part three crimes are minor ones. In this case, we can conclude that from179
2015 to 2018 the percentage of severe crimes experiences a significant decrease.180

181
3.4 Visualization based on Location182

183

Figure 5. Top 3 Crimes in Each UCR Part184
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Figure 5 shows the top 3 crimes in numbers categorized by UCR parts. Since there are more than 10185
kinds of crimes in each UCR part, it is impossible to geographically show all the information in one186
graph. Hence, only the top 3 crimes are included in the following graphs for each UCR part.187

188

189

Figure 6. Geographical Distribution of the top 3 crimes in the UCR categories (a) Part 1 (b) Part 2 (c) Part 3190
Figure 6 represents the geographical distribution of the crimes in different UCR parts. In figure 6a,191
the UCR part one crimes, which are the severe crimes, are presented. The color of the dots indicates192
the type of the crime. From the graph it is clear that larceny is more frequent in Central and193
Fenway-Kenmore whereas aggravated assault and larceny from motor vehicle are more frequent in194
Roxbury and South Dorchester. The district names are shown in figure 1. In figure 6b, different195
colors are more evenly distributed. However, simple assault is more condensed in the center and196
vandalism is more frequent in the north, for example, Charlestown. In figure 6c, the 3 types of crime197
are evenly distributed and it is clear that motor vehicle accident response accounts for the biggest198
percentage on this plot.199

200
Figure 7. Geographical Distribution of the total number of crimes by all UCR Parts201
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Figure 7 shows a distribution of all crimes categorized in their corresponding UCR part. We can see202
that part three crimes, which mean minor crimes, are more evenly distributed than the other two.203
Part one crime is more condensed in Fenway-Kenmore and Back Bay Beacon Hill (the red circle).204
Meanwhile part two crimes are more aggregated in Roxbury, North Dorchester and South205
Dorchester.206

207

Figure 8. Geographical Crime Heat map in 4 Years with the yellow region being the highest counts of crime208
incidents209

The most frequent place that crimes happened is around (lat: 42.35, lon: -71.06) as seen in figure 8,210
which is the heat of the city around Park Street Church. Also the surrounding areas of the city have211
a slightly lower number of crimes because these areas are usually densely populated. As it extends212
to the fringe, the number of crimes decreases rapidly.213

214
Figure 9. Geographical Shooting Heat map from mid 2015 to mid 2018215

The distribution of shooting is very different from the distribution of crimes as a whole as216
demonstrated in Figure 9. The most frequent districts were shooting occurred are Roxbury and217
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South Dorchester.218

4. Modeling on Dataset219

After trial of different approaches, we decided to use decision tree and random forest methods220
to model the dataset and predict the outcome. To achieve this using the information provided in the221
dataset, we proposed a specific question on how the crime type (UCR part) can be predicted from222
the available data. From the section on visualization we can conclude that crime type is related to223
location, which is directly linked to the coordinates and also possibly influenced by the time of the224
day.225

226
4.1 Decision Tree227
4.1.1 Tools Used and Model Building Process228

To implement decision tree model, we used a package called “rpart” in R. Firstly, we cleaned229
and prepared the data for modeling. Secondly, we splitted 75% of the data for training the model230
and the rest 25% for testing the dataset. After that we used rpart() function to implement decision231
tree mode. After trying different combinations of the independent variables in modeling decision232
tree, we found the best option, in which case you will get a relatively robust tree that uses longitude,233
latitude and hour. This is reasonable since from the visualization of the variables it can be234
concluded that time of the day and the location of the place is highly related with the amount and235
the type of crime.236

In order to generate a robust tree, we set “minsplit” option to 3, based on the dispersive237
distribution of UCR part one and two data. Minsplit is the minimum number of observations that238
must exist in a node in order for a split to be attempted. Finally, based on the model built we used239
data from the test dataset to make predictions and then compare with the real observations in the240
test dataset. Original data and predictions are visualized in subsequent figures to see the result241
more clearly.242

243
4.1.2 Results and Analysis244

245
Figure 10. Decision Tree Visualization246

247
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The majority of the nodes in figure 10 are classifying UCR part three crimes. One possible248
explanation for this is that the amount of data in UCR part three is more than part one and part two.249
For training the model, the bigger amount of data can generate more precise prediction.250

251

Figure 11. Crime Distribution in Original Test Dataset252
253

Figure 11 is the real observation from the test dataset, which accounts for 25% of the whole data.254
UCR part three data are more evenly distributed in the whole map whereas we can identify a255
cluster of part one data in the red circle and a cluster of part two data in the blue circle.256

257

258
Figure 12. Crime Distribution in Test Dataset Predictions259

As seen from the predictions graph in figure 12, the decision tree model approximately260
identified the most condensed areas for UCR part one and part two. However, the result is not ideal261
because it greatly simplified the distribution of part one and part two.262

263
4.1.3 Performance of the Model264
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Determination of the performance of the model was judged from 2 perspectives. One is the265
correctness of the prediction and another is the computational speed of the model. For the first266
criteria we used confusion matrix. In this case we used errorMatrix() function from the package267
“rattle”. For the second criteria we used system.time() function to calculate the time elapsed during268
processing.269

270

Figure 13. Confusion Matrix for the Decision Tree Model271

The correct percentage for UCR part three is 95.5% and the majority of part one and part two272
were not accurately predicted as seen from figure 13 with a total accuracy of 50.14%. One possible273
explanation for the poor result in predicting part one and part two is that the less amount of data in274
these parts thus the model is not trained well enough in predicting these 2 categories. The time275
elapsed after testing was 3.17 seconds.276

277
4.2 Random Forest278
4.2.1 Tools Used and Model Building Process279

To implement decision tree model, we used a package called “randomForest” in R. We280
employed the same train and test dataset splitted in the previous model. Then we used the function281
randomForest() to build the model on train dataset. In the first trail we set “ntree” to 100 and282
“nodesize” to 3. “Ntree” is the number of trees to grow in the random forest model. This should not283
be set to a very small number, to ensure that every input row gets predicted at least a few times.284
“Nodesize” is the minimum size of terminal nodes, so setting this number larger generates smaller285
trees. We used this built model to predict on the test dataset and we visualized the prediction to see286
the outcome. Afterwards the confusion matrix was generated to check the model performance.287

288
4.2.2 Results and Analysis289

290

291

Figure 14. Random Forest Predictions (ntree=100, nodesize=3)292
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In figure 14, it is clear that the condensed areas of part one and part two coincide with the293
original dataset. However, the number of predictions in part one and part two is less than the real294
observations in the test dataset. In comparison to the prediction from the decision tree model, the295
dots for UCR part one and part two are more disperse.296

297
4.2.3 Performance of the Model298

299

300

Figure 15. Confusion Matrix for the Decision Tree Model (ntree=100, nodesize=3)301
302

�������� = ��h��� �㨘 ���� �����������/��h��� �㨘 ����� �����݁������
(1985+37362+3541)/(1985+13191+1287+1109+37362+2590+842+21235+3541)*100=51.58%303

304
In the case of (ntree=100, nodesize=3), time elapsed is 13.86s. We changed the number of trees305

generated and the node size of the tree to see how the two factors influence the outcome. We use306
the same functions to generate the confusion matrix and calculate the time.307

Table 1. Summary of the Random Forest Model Performance308

Number
of Trees

Node
Size

Accuracy (%) Part 1
Error (%)

Part 2
Error (%)

Part 3
Error (%)

Time
Elapsed

100 3 51.58 87.9 86.2 9.0 13.86s

200 3 51.68 88.3 86.4 8.5 33.95s

100 1 51.59 88.3 86.6 8.6 18.25s

200 1 51.64 88.6 87.3 7.9 40.24s

309
In table 1, the second model is more accurate in predictions whereas the first model consumed310

less time. Increasing the number of trees can improve the accuracy but the improvement is minor,311
however, the time consumed increases greatly. Also the smaller node size does not necessarily yield312
a more accurate result and smaller node size takes more time in processing.313

314
4.3 Models Comparison315
4.3.1 Time Consumed and Result Quality316

The time consumed in the decision tree model is 3.17 seconds whereas the least time consumed317
in the four cases of random forest is 13.86 seconds. The accuracy of prediction in the decision tree318
model is 50.14% and in the cases of random forest, the best result is 51.68% of accuracy. Taking time319
consumed into account, 970% of increase of time consumed yields a 3.07% improvement in the320
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accuracy based on the decision tree model.321
322

4.3.2 Discussion323
Clearly, results from the both model are not ideal since the accuracy of predictions is around324

50%. One possible explanation for this limited performance is the complexity of the crime325
distribution. This means that only information of location and hour of the day cannot generate an326
ideal model. Other data information may be needed in order to build a more accurate model, for327
instance information about victims like gender, age and so on.328

Comparing the decision tree model and the random forest model, the difference of accuracy is329
not significant. Decision tree is one tree whereas random forest is a series of trees generated.330
Random forest model usually has better outcome compared to decision tree. In our case, it is331
possible that the decision tree model already took the full potential of the data provided and332
applying random forest will not improve the outcome significantly since it reaches the bottleneck of333
the classification competence. Increasing the number of trees in the random forest model can334
slightly improve the accuracy but this is at the expense of time consumed in processing.335

Due to the complexity of the data, for future works one possible approach is to apply more336
advanced models for example neural networks to generate better models and circumvent the337

limitations from data information.338

5. Conclusions339

The present work accounts for four main steps. Firstly, we reviewed theoretical concepts of modeling340
methods in order to understand the models applied to the dataset. Secondly, we visualized the dataset from341
different perspectives, this process helped us to better understand the data and generate ideas on how to342
model the data. Furthermore, based on the information obtained we built the model and used the model to343
predict on the test dataset.344

Finally, we compared the results and came up with some possible explanation for the outcome. In the345
modeling part, we applied 2 models, one is a decision tree and the other is random forest. Theoretically these346
models are ideal for classification problems. From the results, we can see that random forest model is slightly347
better; however, this minor improvement is at the expense of more time consumed. The work presents a348
preliminary background for future applications in data analysis on crime statistics based on geographical and349
temporal characteristics and extendable to other data sets in fields of law and order, business and data science.350

Supplementary Materials: The dataset, R code implementing the ML models, shapefiles [19] for Boston maps351
are available online at www.dropbox.com/s/7r05fag4z4vhsh9/Boston_Crime.zip?dl=0.352
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