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Abstract: Generative artificial intelligence (Al), in particular large language models such as ChatGPT have
reached public consciousness with a wide-ranging discussion of their capabilities and suitability for various
professions. Following the printing press and internet, generative AI language models are the third
transformative technological invention with truly cross-sectoral impact on knowledge transmission. While the
printing press allowed for the transmission of knowledge that is independent of the physical presence of the
knowledge holder with publishers acting as gatekeepers, the internet added levels of democratization allowing
anyone to publish, along with global immediacy. The development of social media resulted in an increased
fragmentation and tribalization of on-line communities on their ways of knowing, resulting in alternative
truths propagated in echo chambers. It is against this background that generative AI language models have
entered public consciousness. Using strategic foresight methodology, this paper will examine the polemic
proposition that the age of generative Al will emerge as an age of public ignorance.
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1. Introduction

Even though generative artificial intelligence (Al) language models have only reached public
consciousness since public release of ChatGPT 3.5 in November 2022, much has been written on the
potentially transformative nature of generative Al in various professions. As this is not the venue to
reviews these, a few examples may suffice: agriculture [1], chemistry [2], computer programming [3],
cultural heritage management [4], diabetes education [5], medicine [6,7], museum exhibitions [8],
nursing education [9], radiography [10]and remote sensing in archaeology [11].

There is considerable public fascination with generative Al language models and the
popularization of their capabilities and suitability for various professions, as well as technophobic
scenarios mentioned in the public press [12,13]. Despite this, or no thought appears to have been
given to the implications the generative Al language models may have on the formation of public
knowledge in the medium- and long-term future. Generative Al is the last on a series of technological
inventions that is truly transformative in its cross-sectoral impact on knowledge transmission and
public education. Unlike the earlier seismic shifts caused by the inventions of the printing press and
the internet, both of which expanded public access to knowledge, the latter may not be as beneficial
as currently touted. Using strategic foresight methodology [14,15] and drawing on Jim Dator’s dictum
that “any useful statement about the future appears [at first] ridiculous” [16,17], this paper will examine
the polemic proposition that the age of generative Al will emerge as an age of publicignorance. Given
that this paper is a deliberation, it does not follow the standard IMRAD (Introduction, methodology,
results and discussion) format of papers.

2. Trajectories of the Creation of Public Knowledge
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Before we consider the possible implications of generative Al on the creation of public
knowledge, we need to consider the long- and short-term trajectories that define the present as we
know it.

2.1. The pre-digital creation of Public Knowledge

Before the Age of Enlightenment and the subsequent Scientific Revolution, knowledge was
concentrated in a few hands, essentially the clergy and later also the various guilds of professionals
and artisans. As a manifestation of power and social control, both literacy and professional
knowledge were carefully curated. People were generally excluded from access to the knowledge
and technology held by a guild, as well as the economic opportunities this represented, unless they
had been formally admitted and sworn to secrecy [18]. Johannes Gutenberg’s invention of the
printing press (1452) allowed for the mass production of texts. While knowledge largely continued
to be curated, once produced in printed form it could be rapidly disseminated to all those who could
read. Moreover, in printed form, while the knowledge could be passed on without the physical
presence of the knowledge holders, publishers emerged as the new gatekeepers, with commercial or
political interests influencing what was deemed publishable [19]. In addition to standard works such
as Bibles and Psalters, the press soon allowed for the broadcasting of political news in the form of
pamphlets. Early examples are the pamphlet publication campaigns during the Bauernkrieg (Great
Peasants' Revolt) of 1524-1525 [20] or the British Civil Wars (1641-1651) [21]. Formal publication and
thus public dissemination of parts of academic knowledge commenced during the mid-seventeenth
century, such as Matthdus Merian’s Historize naturalis de quadrupetibus (natural history of
quadrupeds) in 1652 [22].

During the Age of Enlightenment, formal and later compulsory public education not only raised
the literacy levels of the general public but also opened the doors for a broad range of knowledge to
be systematically disseminated in printed form, such as Diderot’s Encyclopédie [23]. The societal
change that this entailed led to well-educated generations of educators, civil servants and
professionals, aspiring to improve their own and their children’s social position through education
and knowledge. In addition to the ability to enter most professions on academic merit, a proliferation
of multi-volume encyclopaedias meant that everybody who had the means to acquire a set, or to
access it in public libraries, had access to broad range of carefully curated information [24]. Well
known examples are The Encyclopaedia Britannica (Edinburgh, from 1768 onwards), Diderot’s
Encyclopédie, ou dictionnaire raisonné des sciences, des arts et des métiers (Paris, 1751 to 1772) or the
Brockhaus Conversations-Lexikon (Leipzig 1808 onwards). The nineteenth century saw the
development of Mechanics Institutes and similar venues of adult education, as well as the rise of
university and technical college trained professionals who engaged in outreach, extension and public
education and thereby transformed many professions that still maintained traditional practices, such
as agriculture [25,26]. During the second part of the twentieth century, initiatives like the GI-bill in
the USA [27] or the Dawkins reforms of the 1980s in Australia [28] saw an expansion of the tertiary
education sector with a concomitant dramatic increase of college and university-educated
professionals and civil servants [29,30]. In the closing years of the twentieth century, formal outreach
and public education processes began to wither and gave way to Ted Talks .

2.2. The creation of Public Knowledge in an online world

Even though multivolume encyclopaedias existed and often were the hallmark of educated
families, their prohibitive costs meant that they only graced the shelves of upper class and aspiring
upper middleclass families [31]. The creation of the World Wide Web (WWW) in 1993 [32,33]
spawned a transformative technology on a global scale putting information at the fingertips of those
who could afford a computer. The ubiquity of smart phones by the end of the first decade of the
twenty-first century put to rest any fears of a digital divide in knowledge access [34,35]. While
websites and the knowledge contained therein were initially managed via Special Interest Networks
curated by academics and IT specialists [36], search engines based on web crawler algorithms soon
democratized the process, not only by automatically indexing the content on the web but also by
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allocating page ranks based on the connectivity of the individual pages and the number of links that
pointed back to them [37].

This development revolutionized the public dissemination of knowledge as it made content not
only readily available on a global scale, but online discussion groups also allowed for the
development of highly specialized online communities sharing and pooling their knowledge. In
addition, knowledge aggregators soon emerged, generated by their users as a distributed model.
Examples for this are Wikipedia (since 2001 [38], Quora (since 2006) and various ‘Wikis.”

Concurrent with the ever-increasing body of information, usage patterns on the WWW changed.
A web initially populated and used by early adopters and “techno-geeks” soon saw widespread cross-
sectoral and cross-generational adoption. The emergent future-native generation (sense Inayatullah
[39]) began to rely on the WWW as a primary source of information, so much so that ‘google” has
become an accepted verb [40]. Concomitantly, users came to expect that answers to almost any
question could be obtained with a high degree of immediacy, from cooking recipes to medical advice
(‘ask Dr. Google’) [41,42]. Given that much of the information is provided in a largely
decontextualized form, users have few avenues to assess the veracity of the information. Where
information is contextualized, a casual user is likely to lack the skills and background knowledge to
fully understand the implications.

The commercialization of the WWW soon saw the page ranks not being purely defined by
connectivity but influenced by commercial interests, ranging from promotional revenue to behind-
the-scenes business interests of the search engine providers [37,43,44]. Today, even though others
exist, Google and Bing dominate the market, often integrated with customized browsers offered by
the same companies. While the internet allows for an anarchic ‘free-for-all’ in publishing content, in
practice access to that content occurs via a search engine that, with their page ranking algorithms,
effectively function as gate keepers. Whilst it is possible to find any content with persistence and
aided by a complex set of keyword combinations and nested search logic, the majority of web
searches do not progress beyond the first page of links offered up by a search engine [45,46]. In
consequence, many users seem satisfied with the fragmented, snippet-kind of information they are
presented with.

In a parallel development, segmented digital communities with special interests emerged:
LinkedIn (2002), Flickr (2004), Reddit (2005), Twitter (2006), ResearchGate (2008), Instagram (2010) —
as well as Facebook (2004, now Meta) which was to become a social media behemoth. While some
are highly specific to segments of society such as Flickr (photographers) or ResearchGate (academia),
others are cross-sectional. Within these on-line communities increasingly specialized sub-
communities emerged, catering for highly segmented needs. These on-line sub-communities
facilitated three parallel developments, the generation of genuine new knowledge, for example
driven by study and technical observation of collectible items (such as Camera-Wiki); the rise of social
media ‘influencers’ [47,48], and the emergence of ‘alternative truths and the concomitant devaluation
of experts with academic credentials [49,50]. The social media ecosystems that developed from this
became sources of knowledge and ‘truth’, with the emergence of narrow casting of ideological
viewpoints bouncing inside in echo chambers devoid of divergent views [51,52]. The conspiracy
theories of the ‘anti-vaxxer’ movements during the COVID-19 pandemic [53-55], or the alternative
narratives created around the January 6 insurrection in Washington, DC (USA) are both cases in point
[56,57].

3. The transformative power of generative Al language models

Generative Al language models, such as ChatGPT or GoogleBard, are deep learning models that
use transformer architecture to detect the statistical connections and patterns in textual data in order
to generate coherent and contextually relevant, human-like responses based on the input they receive
[58,59]. Generative Al language models are pre-trained on a large and diverse body of textual
materials, such as books (both fiction and non-fiction), articles, and webpages. Pre-training, carried
out by human interaction, teaches such models to anticipate the following word in a text string, by
moderating statistical and patterns with linguistic patterns and semantic fields. The depth and
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complexity of responses is correlated with the size of the training data set and the nature of the textual
resources incorporated into that dataset.

Taking ChatGPT as an example, the language model has undergone several iterations and
improvements since its formal release in 2018. ChatGPT 2.0, released in September 2019, was based
on a training data set that relied on 1.5 billion parameters and possessed the ability to provide longer
segments of coherent text including the addition of human preferences and feedback. The next
release, ChatGPT 3 (June 2020), drew on a training data set of 175 billion parameters, allowing it to
execute diverse natural language tasks, such as text classification and sentiment analysis, thereby
facilitating contextual answering of questions [60]. In addition to functioning as a chatbot, the pre-
training with this dataset allowed ChatGPT to draft basic contextual texts such as e-mails and
programming code. ChatGPT 3.5 was released to the general public in November 2022, as a part of a
free research preview to encourage experimentation [61]. The current version GPT-4 (March 2023)
exhibits responsiveness to user intentions as expressed in the questions/ query tasks, a reduced
probability of generating offensive or dangerous output and a greater factual accuracy [60]. The
temporal cut off for the addition of training data for both ChatGPT 3.5 and GPT-4 was September
2021, which implies that ChatGPT cannot integrate or comment on events, discoveries and
viewpoints that are later than that date.

A generative Al language model is not a monolith, however. Apart from competing public use
products, such as OpenAl's ChatGPT and Google’s Bard, the underlying technology allows it to be
customised. While the open access models that captured public imagination draw on a large data of
public knowledge, industry-specific applications can rely on a customised and well-defined training
data set. Consider a museum setting for example, where generative Al language models can be used
to conceptualise and plan exhibitions based on museum holdings and extract and summarise
pertinent data from longer documents [62], to create texts for exhibition panels, object labels and
catalogue information and museum guides [63-65] as well as to respond to user queries, track
reactions to specific exhibitions or the museum overall and to track visitor satisfaction [66,67].
Consider a business setting such a as housing developer, where a generative Al language model,
coupled with generative visual Al design. A user could interactively design a home and the
prospective homeowner could then use their own language to express their desires and concepts.
Generative Al could prompt where needed, and offer aspects of home design that have not been
considered. Once fully customised with choices such as bathroom fittings etc, the total design cannot
only be automatically costed out, but also a broad delivery time frame can be calculated. Consider
also a governmental portal, where a generative Al language model can guide a user to navigate the
labyrinth of regulations, funding opportunities and general service delivery.

While such approaches allow for a maximum of highly personalised user input and user
interaction in their way of expressing themselves, a major shortcomings exist. Such approaches lack
the capacity for empathy and another issue is that any human creativity is confined to the user
interacting with the generative Al model, rather than a combination of the user and the person
answering, as would be the case in an inter-human communication.

Given that the output of generative Al language models are merely complex text predictions
based on statistical connections and patterns in textual data that are included in their training data
set, such language models, at least at this point in time, can suffer from inverted logic phenomena
[68] and are incapable of independent creative thought. Any apparent creativity displayed by
generative Al language models, such as when providing a requested poem, is solely based on the
perception of the person interacting with the language model. The reader interpreting the output
within their own experiences and expectations will judge a generative Al written poem as creative
and ‘fit-for-purpose’ or will dismiss it as bad poetry.

Common to the examples presented above is that the knowledge applied by the model is owned
by the entity that deploys the generative Al model and that the knowledge base contained in its
training data set is finite, well circumscribed and authoritative. All answers provided will adhere to
one truth only and given the design of the model and its training, that truth will be absolute. In
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industry specific applications that may be applicable and apposite, but what about general, public
settings where truth is based on a presentation of evidence and its critical examination?

4. The creation of Public Knowledge by generative Al language models

It can be assumed that there will always be individuals who engage in critical enquiry and thus
the desire to triangulate the validity and veracity of answers from multiple sources. Yet, based on the
trajectory of current WWW usage, the majority of users will be looking for a quick answer without
the need to engage in research that is in-depth. The allure of generative Al language models is that
user queries can be asked in the user’s natural way of expressing themselves rather than by entering
a series of arcane keyword combinations that best summarize what the user is seeking to know.
Depending on how the question is asked, the user is presented with a concise or a contextual answer.
Further elaboration, if required, occurs in the form of a dialogue which effectively mimics the user’s
interpersonal communication patterns. A significant advantage of generative Al language models
over standard web pages is that the response is tailored specifically to the question in the way it was
asked, thereby obviating the need to screen a body of text such as a web page or a Wikipedia entry
for the specific information sought.

Even though the majority of web searches do not progress beyond the first page of links offered
by a search engine, they still offer the user a choice with information source(s) to access. Questions
posed to generative Al language models will provide one answer, the validity of which has to be
taken at face value. While the response can be regenerated, the result will be one answer that is
broadly the same as the answer received before. The question is whether that single answer satisfies
a user’s needs and the user’s expectations of veracity.

The author posits that over time, critical thinking of the majority of users will decline even
further and that such single-answer solutions, in particular when offered in an interactive, natural
language mode of delivery, will suffice. This proposition is based on four trajectories:

1.  Generative Al language models are suited to semi-automate repetitive and routine tasks (draft
e-mails, summarise and extract information from larger textual data sets, provide item selection
based on semi-vague user input) that are customised to a user’s needs [69,70]. The increasing
familiarity with such systems in daily work life will ‘bleed” into daily practice in non-work
settings, leading to a wide-spread uptake.

2. In an age of both instant gratification and an attitude that ‘near enough is good enough’, the
bulk of the general public will avail themselves to solutions that provide the immediate and
most convenient answers and with the least amount of effort.

3. Transformative technologies that satisfy this demand are poised to gain traction and dominance
over alternate ‘traditional” approaches.

4. There is a worrying, trend that sees critical thinking skills and information literacy in a near
terminal decline among large swathes of the populace. Evidence for this can be found in the
increasing uncritical consumption of news and information and the growing reliance on and the
trust placed in the opinion of social media influencers and the continued devaluation of
academic experts. At present, many researchers, relying on years of experience and rigorous,
peer reviewed research, find themselves in the position that they may well generate findings
and insights into social or environmental phenomena, but that their findings are dismissed out
of hand, without any evidence to the contrary, by ideologically or politically motivated
commentators and social media influencers who have assumed a position of authority in online
communities. The past decade has shown an increased level of tribalism in the general public,
where selective use of news sources, online communities that act as echo chambers, and the
spruiking of alternative ‘truths’ that defy unequivocal evidence to the contrary have increasingly
become normalized. In many western democracies there is no indication that this trend will
abate anytime soon. Rather, it is bound to continue, intensify and accelerate.

5.  Finally, there are multiple examples where, over time, information sources that once were
derided as untrustworthy or shallow, have become accepted by the general public not only as
the norm but also as the primary source of information. A good example is Wikipedia which has
become one of the main ‘go-to’ sites on the internet.
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Even though it is possibly of little concern to the average user of the general public, any reliance
on generative Al language models has fundamental problems as any such model can only be as good
as its design. ChatGPT, for example, often purports to merely strive to provide factual and neutral
information and not to hold political opinions [71]. Because model specifications, algorithmic
constraints and policy decisions shape the final product [72], however, ChatGPT and any other
generative Al language model cannot be without bias. This relates both to quality of the source
material that comprises the dataset, such as whether primary, secondary or even tertiary sources,
such as Wikipedia, have been used to train the model [73,74] Additional biases derive from the
selection of the source material, which would have been subconsciously, if not consciously influenced
and shaped by the ideologies of the people programming, ‘feeding’ and training the system.
Consequently, while some studies suggested right-leaning moral foundations in the generated
answers [75], political orientation tests, for example, showed that ChatGPT exhibits a preference for
libertarian, progressive, and left-leaning viewpoints [71,76-79], with a North American slant [80].

While is posited that the observed present biases are unintentional and subconsciously reflective
of the interest spheres and ideological outlook of the creators and trainers, it raises the spectre of a
malevolent actor intentionally influencing the dataset to pursue an ideological, political or
commercial agenda. While such control is more likely to occur in authoritarian regimes, in particular
those that already exercise restrictive control and censorship over internet and social media content
accessible to their citizens (e.g., PR China), there is no guarantee that other countries or the
commercial IT behemoths (e.g. Google, Microsoft, Baidu) themselves may not engage in a similar
fashion.

Critical here is also the fact that such a dataset is unlikely to remain static. While at present this
seems to be the case as the technologies are being refined, this is unlikely to continue in the future. It
can be anticipated that subsequent iterations of generative Al language models will possess the
capability to dynamically acquire new sources and add them to the dataset. What sources are being
added and which source will be ‘overlooked” will deepened entirely on the algorithm deployed.
Thus, it is readily conceivable that access to news sources can be confined to selected news channels
with the concomitant editorial and political reporting bias.

In an age where disinformation campaigns via online troll farms are commonplace, a scenario
has to be contemplated where politically motivated state actors may inject disinformation content
into the dataset of a generative Al language model, thereby adjusting its responses. Further
manipulation of these responses appears possible by targeted external training of the language
model. At present, users have the opportunity to regenerate a response if the initial response does
not match their expectations. They are then asked to evaluate whether the regenerated version was
better or worse than the initial answer. As this feedback mechanism adds a ‘learning’ element to the
model, it is readily conceivable that a malevolent actor may engage an ‘army’ of users to flood a
generative Al language model with selected queries asked in different phrasing but with the same
content and then systematically nudge the responses, through feedback, into a desired direction.

Finally, in moves reminiscent of George Orwell’s 1984, it is of course also possible to alter the
responses of generative Al language models by removing material that had been included in the
dataset, but that for whatever reason has become undesirable. In consequence of the material no
longer being accessible to the model, responses will exhibit stronger biases in the opposite direction.
There is a real risk of a future with a single truth presented to a progressively uncritical public.

5. Is there an off-ramp or are we doomed to be on the road to public ignorance?

Before we consider whether we are doomed and on the road to public ignorance, it is apposite
to briefly consider alternate futures, as these may indicate off-ramps that we can take to avoid the
spectre that has been painted above. Futures studies and strategic foresight methodology, of course
stipulate that there is not only one future that can be conceptualised but that trajectories point to
multiple futures that diverge the further we move forward from the present [14,15].

One of these scenarios entails the continuation and expansion of the tribalisation of the public
sphere as exemplified by the increasing and deepening political polarisation currently on display in
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United States politics. This phenomenon appears to be gaining traction on other western democracies.
This is hardly a new development, however. During the nineteenth century newspaper proprietors
blatantly advanced the political and economic interests of their constituency [81,82], at (as?) modus
operandi that at the present time plays out in TV news channels and internet media. If where that
standpoint is not catered for, either in general or in the desired intensity, alternative news outlets and
media systems are established (e.g. Breitbart News and ‘Truth Social’ [83,84]). What is different
compared to the past, and what is of both particular interest and concern, is the increasing
unwillingness of segments for the public to engage in critical examination of one’s own standpoint
and tolerance for the standpoints of others. While this is at present largely confined to diverging
opinions and interpretations of political, social and environmental/natural events, examples such as
the “anti-vaxxer’ movements during the COVID-19 pandemic [53-55], show that this can extend to
other aspects of public life where ideological standpoints rather than evidence dominate discussion.

A future can thus be conceptualised where competing and tribalized generative Al language
models will provide users with access to knowledge that conforms with their own ideological
persuasion. By controlling the training datasets, as well as any future additions, the generative Al
language models will become the ultimate echo chambers, perpetually reinforcing opinion and
‘knowledge.’

As both scenarios have a distinctly dystopian feel to them one has to ask whether there is there
an off-ramp or whether we are doomed to be on the road to public ignorance? Two underlying trends
are propelling society on the trajectory to these dystopian futures: an increasingly uncritical
population, and the devaluation of evidenced-based research carried out by researchers and
specialists. The public education system plays a pivotal role in slowing down and reversing these
trends. Educators play a critical role in instilling an understanding of the nature and value of
evidenced-based research among their students, by showing that divergent interpretations of a
finding may be possible, but that such divergent interpretations need to be based on informed
critiques and be evidenced-based in themselves. Information literacy, including Al literacy are corner
stones. Fundamental, however will be that educators actively instil a desire for critical thinking and
foster this at every step of the way, from entry to school through to University. Unless they do so, an
information illiterate society will be the inevitable outcome. To avoid this, present and future
educators will need to be equipped with appropriate intellectual and curriculum tools. To do so,
requires political will: a will to make this a priority and a will to provide the required teaching
resources and teacher training. Education is always political, but several recent examples in the USA
have seen an increasing politicisation of the education system along hard-line ideological lines. It has
been posited that political ideologues are not interested in and are afraid of a population capable of
critical thinking.

It would appear that the emergent generative Al has forced our hand and as a society we have
arrived at the Rubicon.
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