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Abstract: This study investigates the effectiveness of a text summarization method applied to open-ended 
student evaluations at the Hellenic Open University, aiming to improve the analysis of qualitative feedback 
from online educational surveys. To address the challenges of processing large volumes of student feedback, 
an automated summarization technique utilizing advancements in Natural Language Processing (NLP) and 
text mining is proposed. Using the TextRank and the Walktrap algorithms, student comments on positive 
aspects, study challenges, and improvement suggestions were analyzed. The analysis revealed that while some 
students expressed satisfaction with tutor-student interactions and the organization of educational material, 
there were also negative comments about outdated content in some modules and scheduling issues. The 
findings highlight the importance of qualitative feedback for education quality, providing actionable insights 
for improving curricula and teaching effectiveness. This research responds to the growing need for effective 
qualitative data analysis in higher education and contributes to ongoing discussions about student satisfaction 
in distance learning environments. By effectively summarizing open-ended responses, university staff can 
better understand student experiences and make informed decisions to enhance the educational process. 

Keywords: Online surveys; student opinions; text summarization; TextRank; Walktrap  
 

1. Introduction 

The landscape of academic education has evolved rapidly in recent years. During the COVID-
19 pandemic, many higher education institutions (HEIs) worldwide were forced to switch to 
technologies to support the educational process remotely, which greatly boosted the spread of 
academic distance education and e-learning [1]. Under these circumstances, enhancing the quality of 
academic education services provided was a priority for many HEIs. To achieve this, student 
performance was evaluated through various methods, focusing on students’ grades and their 
interaction with learning management systems, their engagement with online resources, the 
frequency and quality of their participation in virtual discussions, and their ability to complete 
assignments and assessments within the platform [2–4]. Among from the above indicators, for 
assessing the quality of academic education, are the evaluation by students of the effectiveness of 
teaching, the quality of student attendance, the content and design of curricula, etc. In this context, 
the systematic collection and analysis of student feedback along these dimensions have emerged as 
key practices in the operational and strategic decision-making processes of HEIs. Therefore, the 
emphasis on students’ evaluation of their studies do not only contribute to curriculum improvement 
and faculty performance evaluation but is also an important indicator for assessing the overall 
educational experience of students.   

Recent developments have made online surveys a widespread method for collecting educational 
evaluation data. This method provides many significant advantages over traditional pen-and-paper 
surveys, including faster data collection, increased accessibility via mobile devices, and the ability to 
explore a broader student sample. In addition, online survey platforms provide researchers with the 
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flexibility to use a variety of question formats, enhancing the richness and depth of the data collected. 
However, despite these advantages, implementing online surveys often presents issues such as low 
response rates, potential biases in sample representation, and the complexity of analyzing qualitative 
responses to large data sets [5]. These challenges underscore the need for continued examination of 
methodologies and practices for collecting and interpreting educational evaluation data to improve 
the educational process of HEIs.   

The prevalence of closed-ended questions in survey designs has lent a degree of objectivity and 
convenience to quantitative analyses. However, this reliance can bring limitations. Quantitative data 
often carry on predetermined research patterns, potentially limiting the exploration of emerging 
themes and insights that could enrich the understanding of students' experiences [6]. In contrast, 
open-ended questions offer an effective way to more systematically elicit students' views and 
experiences in their own words.  However, the inherent challenges of processing and analyzing 
qualitative data can pose difficulties, especially in large-scale studies. Processing qualitative data 
requires rigorous coding and thematic analysis, which can be particularly challenging and time-
consuming with large samples [7]. 

In recent years, significant developments in text mining and Natural Language Processing (NLP) 
have greatly enhanced the structured analysis of data collected from large text corpora. A promising 
method that can contribute to the systematic feedback of HEIs with qualitative data for education 
evaluation is automatic text summarization [8]. The present study aims to contribute to the broader 
debate on enhancing the quality of education by applying the above technique in the context of the 
Hellenic Open University (HOU). The HOU is the only HEI in Greece that exclusively offers distance 
learning. Students’ evaluations at HOU investigate key dimensions such as tutor effectiveness, the 
quality of educational content, and the quality of the design of academic modules. Findings showed 
that students were satisfied with tutor-student interactions and the organization of educational 
material, but also there were negative comments about outdated content in some modules, and 
scheduling issues. Regarding the proposed text summarization technique, it seems to be less time 
consuming than human summarization, but requires thorough data preparation, anonymization, and 
normalization. In conclusion, the findings elicited with this technique can provide valuable insights 
not only for HOU but also for HEIs in general, regarding the experiences of attendance and the factors 
that positively or negatively affect it.   

2. Analyzing University Students’ Opinions from On-Line Educational Surveys: Benefits, 
Challenges, and Methods 

Students’ opinions in academic education is an important factor in investigating the quality of 
services provided by HEIs. Students’ opinions are mainly concerned with evaluations of faculty 
effectiveness and programme quality [9–11], as well as student satisfaction [12]. These evaluations 
are routinely carried out using either internationally recognized and valid questionnaires or 
questionnaires constructed and adapted to the requirements of the institution concerned. HEIs attach 
particular importance to the student opinions they collect because it helps them to make decisions 
regarding the recruitment or promotion of academic staff, changes in course content, and 
improvements in the administrative and technical services provided [13]. 

In recent years, conducting evaluations in HEIs to collect feedback from students’ opinions has 
been greatly enhanced by the use of online surveys. Several online tools are commercially available, 
but many HEIs have also developed infrastructures that support their in-house online surveys. The 
major advantages of online surveys are the speed of data collection, the flexibility of location and 
time of completion, the ability to participate in the survey through mobile devices, the ability to reach 
a large sample of participants, etc. In addition, they provide researchers with ease of creating and 
structuring questionnaires through a range of question types and functionalities for data 
visualization and monitoring during the collection of the responses [5,14,15]. Their drawbacks 
include, often low response rates, research design arbitrariness regarding sample representativeness, 
unclear questions or instructions, collection of unwanted responses (e.g. insulting comments), and 
privacy assurance issues [5,16,17]. 
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In higher education, online evaluation questionnaires with closed-ended questions are preferred 
by far. These questions are indicators for measuring factors such as student-tutor interactions, 
programme materials, course organization, and instructional design. Online questionnaires are 
effective because they allow for the rapid collection and analysis of data from almost the entire 
population and comparing results over time [18]. In addition, including rating items allows for easier 
interpretation of findings regarding tutor effectiveness and other dimensions of the educational 
process, and subsequent decision-making [19]. 

However, it has been pointed out that quantitative methods are characterized by their 
objectively closed nature, meaning that if a topic/dimension is not anticipated in the survey design, 
it will not appear in the results. More generally, the tendency of researchers to rely on previous 
quantitative studies and to confirm existing research hypotheses, often leads to the replication of a 
closed variable structure that is systematically used in different contexts. This approach can simply 
recycle existing knowledge without any innovation, thereby limiting the possibility of generating 
new knowledge [6]. Although the use of open-ended questions can provide valuable qualitative data 
on student feedback, they are often considered time-consuming and demanding to process. As a 
result, they may be unsuitable for many researchers conducting large-scale surveys [11]. 

Including open-ended responses in online surveys seems to have many additional benefits 
compared to closed-ended responses. Open-ended questions provide valuable information and 
complement the quantitative findings in the survey. They are useful when exploring new topics or 
concept dimensions as they may reflect real-life experiences [20]. Through open-ended responses, 
respondents are not limited by a predetermined set of closed options, they can express their thoughts 
in their own words, often producing rich information [21]. In addition, respondents can create themes 
and sub-themes themselves, which may contradict or extend the theoretical assumptions of the 
researchers on the issue under investigation [6,22]. However, research has shown that completion 
rates for open-ended responses to electronic questionnaires are often lower than for closed-ended 
responses [15]. Issues such as the design of the questionnaire, the available space for typing, the 
instructions for completion [23,24], the interest of the respondent and the cognitive load required to 
answer [7] can affect the length and quality of open-ended responses [21]. 

In Large-scale online surveys, open-ended responses posit significant challenges to researchers. 
Processing qualitative data requires their coding into categories, through the identification of 
recurring patterns and ideas [25]. The categories of analysis are shaped by the relevant literature 
review and the data itself, ensuring logical consistency. This process is time-consuming, requiring 
time to review the literature, preliminary testing of the coding scheme, and training raters in its use. 
Raters’ training is essential to ensure agreement between them in coding the data and thus for the 
reliability of the survey [26]. In small samples, coding can be done manually, with two or more people 
coding independently to assess inter-rater reliability. In large-scale qualitative surveys, coding often 
requires the ad-hoc creation of broad categories, leaving a wealth of data unused [27]. Furthermore, 
this type of survey involves the division of labor by creating multiple teams with specific 
responsibilities, which may facilitate survey management but often create problems of 
communication and translation of information when they do not communicate effectively with each 
other [27,28]. In addition, processing and coding qualitative data from online surveys becomes 
particularly challenging when responses are unclear [29]. 

The use of computer-assisted qualitative data analysis software (CAQDAS), such as Atlas.ti, 
NVivo or MAXQDA, can help reduce the issues associated with analyzing qualitative data, but 
requires careful oversight to ensure the accuracy of the classification. Although these tools help with 
text tagging, the coding process remains time-consuming and demanding for large samples. In 
addition, these tools cannot be fully trained to automatically identify the appropriate pieces of text 
for coding. Therefore, individual decisions by researchers become crucial in this case, and agreement 
among raters on an acceptable coding scheme remains a common strategy to minimize subjective 
errors and bias [28]. 

Researchers have tried to automate the above process using various text mining methods 
through machine learning. Literature distinguishes between supervised and unsupervised machine 
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learning methods [30]. In supervised methods, initially, human raters encode a subset of training 
data, which in turn is used to train an algorithm for predicting uncategorized text responses. 
Although these methods require modeling and prediction expertise, they offer low cost, and fast 
execution [7]. Unsupervised methods extract data from text mainly at an exploratory analysis level 
to search for common underlying themes and do not require manual effort. These themes lead to a 
better understanding of the conceptual structure of the corpus, cleaning it of unwanted information 
and coding it to highlight key concepts in the analysis. For a brief presentation of these approaches 
see also [31]. 

In addition to the above methods, a popular method in recent years is automated text 
summarization. This is the process of condensing a large amount of text data into a shorter, more 
concise form, allowing for easier apprehension of the main points without reading the entire text. It 
is a text mining technique that aims to summarize the content of large texts using appropriate 
algorithms. This technique saves time when large volumes of text bodies must be managed. The 
procedure of automated text summarization usually includes three stages: pre-processing, 
processing, and post-processing. In pre-processing, words, sentences, and structural elements of the 
text are identified as input units. In processing, the input text is converted into a summary using a 
summary method. Finally, in post-processing any problems in the summary created are corrected 
[32]. 

There are different types of automatic text summaries depending on the criteria applied to 
produce them [8,33]. We distinguish between single and multi-document summaries depending on 
whether the summary results from one or more documents. We also speak of language-specific 
summary if all documents and their summaries are written in the same language (e.g., Greek), or 
multilingual, if for example the documents are written in Greek and English but the summary must 
be in Greek, or cross-lingual, if all documents are written in Greek and the summary is in English. 
Summaries can also be flat (a single summary is produced with no intermediate summaries) or 
hierarchical (multiple levels of summaries are made, e.g., abstract and extended summary, allowing 
for zooming in and out of the text), general purpose or query-based (highlighting the parts of the text 
related to a query). Finally, summaries can be extractive or abstractive. In extractive summary, the 
most important sentences from the original text are selected and prioritized into a shorter summary; 
in abstractive summary, the most important text information is reworded to create the final summary 
[34]. Hybrid summarization is a combination of extractive and abstractive techniques. 

Although abstractive summarization often performs better than extractive [35], it is usually 
difficult to implement. The emergence of transformer-based technology has dramatically advanced 
the field of abstractive summarization. However, the high hardware requirements and specifications, 
as well as the need for large amounts of training data, can act as a deterrent. This is because the 
required data may not be readily available in various domains, or the volume of data may not need 
to be particularly large. As [32] states, due to the complexity required to produce an abstract 
summary, recent research in the field has focused on extractive techniques. 

3. Context and Research Questions of the Present Study 

The research was conducted at the Hellenic Open University (HOU). HOU is the only HEI in 
Greece that offers exclusively distance education at undergraduate and postgraduate levels. With 
approximately 40,000 active tuition-paying students and an average age of 35 years, HOU is the 
largest institution of its kind in the country. Academic studies at HOU provide autonomous and self-
directed learning which is facilitated by tutor-student, student-student, and student-content 
interactions, within a technologically supported environment [36,37]. HOU offers distance academic 
education in various subjects, with study programmes structured in annual or semester modules. For 
each module, students have access to specific educational content (educational materials such as 
books and other digital educational resources, as well as educational activities such as written 
assignments, projects, and laboratory exercises). The learning path is defined by study guides and 
time schedules that accompany the educational content. It is the learning material that plays the 
primary instructional role in the student’s learning process and not the faculty members [38]. Also, 
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activities supported by adequate feedback play a vital role in helping students to learn [39]. Faculty 
members, in this distance learning context, assume the role of tutors, who do not lecture but advise 
and guide students in their studies [40]. More specifically, the role of tutors is to provide clear 
explanations to student queries, assist students with the comprehension of educational material, 
guide them through educational activities, offer constructive written feedback on their work, and 
maintain effective communication with their students. Additionally, tutors should encourage and 
motivate students, while effectively utilizing the educational platforms to enhance the learning 
experience. Attendance at HOU is accompanied by online tutor-student meetings during which 
tutors are able to guide students through the activities, resolve their questions, and encourage them 
to continue their studies [41]. In addition to these online meetings, interaction with tutors and 
educational content is covered asynchronously through the use of educational platforms which are 
customized versions of the Moodle LMS. 

In the aforementioned context, students are invited to anonymously evaluate their experience of 
the module or modules they attended to through an online questionnaire, which includes four 
evaluation axes: a) the role of the tutor, b) the educational content (educational material and 
activities), c) the design of the module and d) the administrative and technical services. These axes 
include a total of 20 closed-ended questions. In addition, the questionnaire includes three open-ended 
questions that encourage students to articulate the most important positive and negative aspects of 
the module, as well as propose suggestions for improvements. These questions are included in order 
to gather additional information about students' learning experiences, which the closed-ended 
structure of the questionnaire may do not anticipate.  

The large volume of qualitative data resulting from student feedback, as well as its analysis, 
remains a challenge for HOU. Various text mining techniques have previously been applied to either 
detect faculty member and student satisfaction with remote online examinations [42,43] or student 
satisfaction with master's thesis supervision [44]. However, a comprehensive approach in terms of 
methodology and scale regarding the processing and analysis of qualitative data collected from 
online surveys is lacking. The findings resulting from such an approach will provide valuable 
feedback to the academic community and HOU administration. This feedback can assist in making 
decisions regarding collaboration with tutors, updates of educational materials and activities, 
redesign of study programmes and modules, and improvement of administrative and technical 
services. 

More specifically, the beneficiaries of text summarization results will be HOU’s Study 
Programme Directors (S.P.Ds.). An S.P.D. is a faculty member whose main goal is to ensure objective 
assessment of student progress, promote scientific research, and develop technology and 
methodology in lifelong distance learning. The S.P.D. assigns Thesis projects, suggests other faculty 
members for the role of module coordinators and coordinator assistants, collaborates with 
administrative services, and contributes to the improvement of educational material. Additionally, 
the S.P.D. is responsible for regular communication with module coordinators and tutors They collect 
reports to inform the University Administration about the progress of the study program, 
highlighting issues and proposing improvements. The S.P.D. also coordinates the study programme 
certification processes according to H.O.U. standards, ensuring the implementation of guidelines 
from the Quality Assurance Unit (Q.A.U.) and the Internal Evaluation Teams (I.E.T.). 

Considering the context of HOU's evaluation of the distance education process and the 
challenges posed by open-ended questions, the aim of this study is to trace the satisfaction of students 
of an annual study programme from the distance academic education provided by HOU by analyzing 
student feedback from open-ended responses to an online evaluation questionnaire through the 
application of hybrid text summarization. More specifically, the research questions posed are as 
follows: 

1) What are the students' positive experiences of taking their modules? 
2) What aspects of module attendance do students find challenging or unsatisfactory?  
3) How can the modules be improved? 

4. Research Design and Participants 
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The present research was based on a cross-sectional design [45]. More specifically, students were 
requested to evaluate the dimensions of the educational process through an online questionnaire 
shortly before completing their studies in a study programme. Students are informed that evaluation 
is not compulsory, but are encouraged through frequent reminders to participate, pointing out that 
they can contribute with their participation to the improvement of the course they are already 
attending. Students have the choice before the final submission of the questionnaire to consent or not 
to the further use of their personal data for surveys conducted by the Internal Evaluation Unit (IEU). 
They are also informed that the results of the evaluation are anonymously communicated to the 
tutors after the completion of the re-examinations. The administration of the evaluation questionnaire 
and the subsequent collection and processing of the data were carried out by IEU of HOU. The target 
population comprised students enrolled in the annual study programmes provided in the academic 
year 2023-2024. The sample for this study consisted of students who attended the twenty modules of 
a graduate study programme, in that year. In total, 1.197 out of 2.618 student evaluations were 
anonymously submitted (45.72%). 

5. Method 

Figure 1 shows the proposed model for the analysis of the responses to the open-ended 
questions. The model describes the workflow that is followed, and which consists of 5 distinct steps. 
In each step, one or more processes are executed, the results of which feed the next steps. The first 3 
steps are concerning pre-processing while the next 2 are about the mechanisms for extractive and 
abstractive summarization. The first group of steps can be performed iteratively until its result is at 
a satisfactory level of quality. 

 
Figure 1. The proposed automated text-summarization model. 
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5.1. Data Preparation 

This process aims to collect, separate and clean the student responses to produce an initial 
dataset, suitable for the anonymization as well as the lemmatization processes that follow. 

5.1.1. Responses Extraction  

A relational database maintained by the Institution is used to store participants’ responses for 
every completed questionnaire. When data preparation begins, all responses to a particular question 
are collected in a dataset. Each response may include multiple sentences. Next, for each response a 
unique identifier is assigned. Metadata regarding school, study programme, and module are 
attributed to each response. Usually, each response is categorized as positive, negative, or suggesting 
improvements based on the open-ended questions in the evaluation questionnaire. However other 
categories of questions may also be supported depending on the application field. 

5.1.2. Sentence Extraction 

A sentence in each student response is considered as the coding unit of analysis, and the full 
student response as the context unit [46]. Therefore, the dataset from stage 5.1.1 is shaped into a 
dataset in which each row contains a single sentence (with a unique ID), along with the relevant 
metadata, and the student’s full responses, about where exactly the sentence is located.  

5.1.3. Sentence Cleaning 

The sentences are reviewed to remove those that are irrelevant to the open-ended questions of 
the questionnaire or do not provide meaningful insights. For example, in response to the question, 
"Please mention the most significant positive experiences from your studies in the module," answers 
like "everything is good," "everything is perfect," or "I am completely satisfied" are excluded. 
Similarly, for the question, "Please mention the most significant negative experiences from your 
studies in the module," responses such as "I found nothing negative", "no negative aspects, everything 
is good!" are also excluded. Likewise, for the question, "Please mention any improvements you would 
like to see in the module," responses like "no improvements needed" or "I have no suggestions" are 
excluded too. Moreover, extra filters concerning generic rules for sentence removal may be applied 
here. For example, rules that exclude one-word sentences, or sentences that have less than a 
predefined number of required characters may also be applied. Finally, it is possible to exclude 
sentences that are written in other languages than Greek. The entire set of rules and filters is fed by 
external datasets of specific stop-words and other similar parameters that are generated once by 
administrators and domain experts and can be updated later. 

5.2. Anonymization 

The purpose of this process is to detect and replace the tutors’ names that may be mentioned in 
the sentences. This process does not guarantee absolute success and in case of a relevant requirement, 
human intervention is possible. It is worth noting that both 5.1 and this procedure are preferred to 
be carried out within the Institution because they may involve the processing of personal data. 

5.2.1. Named Entity Recognition and Replacement 

This process takes as input the prepared dataset and the intended result of its execution is the 
recognition of all words that are likely to be the name of a tutor. For this purpose, Named Entity 
Recognition (NER) is used. NER provides tools to recognize mentions of rigid designators from text 
belonging to predefined semantic types such as person, location, organization [47]. NER methods can 
be dictionary-based, rule-based, machine learning-based, deep learning-based, or hybrid 
combinations of them [48]. After the names are identified, these names are replaced by the word 
"tutor". This creates a new dataset in which a significant percentage of names have been identified 
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and replaced. Due to the requirement for optimal name replacement the entire process may 
additionally include one or more NER models. 

5.2.2. Custom Name Replacement from Tutor DB 

In this scenario the entire set of tutors that are responsible for the students’ classes are already 
known by the Institute. Hence, a custom-made procedure for detecting and replacement of already 
known tutors’ names is being executed. This procedure considers on the one hand the students' 
classes and their tutors and on the other hand the class in which each student response was found. 
Thus, it performs a very specific search-and-replace technique by searching in each sentence for a 
very limited number of names. Initial tests showed that completing both steps of the name matching 
had over 90% efficiency. 

5.3. Normalization 

Text normalization refers to the standardization of the elements (tokens) of a document to 
achieve greater homogenization aiming at a robust content analysis. To this end, two approaches are 
mentioned in literature: stemming and lemmatization [47]. In stemming, the endings of words are 
removed, and their roots are kept in order to achieve homogenization of the information (e.g., 
detailed turns into detail). In lemmatization, words are replaced by their base form, i.e., the form in 
which they appear in a dictionary entry (e.g., students turns into student). In the steps presented 
below, lemmatization has been adopted as a normalization method. The evaluation of this stage is 
very important since it can lead to the detection of inaccuracies and unnecessary lemmas which 
should be removed immediately or even redirected to the initial filtering stage and to repeat the 
process.  

5.3.1. Text Indexing 

Text indexing concerns the process of converting a text into a list of words and includes the 
following steps [33], [49]: a) Tokenization: Each sentence (Vi) are broken down into individual tokens, 
presenting the sentence as a vector of words, Vi = {W1  , W2 , … , Wn}; where there are N total 
sentences with a total number of ni  words for each sentence, i ∈  ℤ ∩ [1, N] . As a result, each 
sentence is represented as a collection of word tokens; b) Stop-words’ removal: Common word tokens 
with high frequency in the text, such as articles, pronouns, and conjunctions, are removed as they do 
not carry substantial information. All stop-words that must be removed can be given as external 
datasets filled by domain expert users; c) Part-of-Speech (POS) Tagging: Word tokens are tagged with 
the grammatical category they belong to (e.g., noun, adjective, verb). 

5.3.2. Lemmatization 

Tokens are converted to their dictionary form to achieve better language normalization. In turn, 
users may decide which lemmas should be kept for text analysis, based on the POS they belong to. 
Such decisions are guided by the research goals in question. POS descriptive statistics is also available 
in this step to get better insight. 

5.3.3. Normalized Sentence Cleaning 

Normalized methods are not always completely accurate, so often is required from reviewers to 
verify the normalization process and make manual corrections to ensure correct lemma/stem 
formulation, rectify misclassified lemmas/stems, and ultimately exclude lemmas/stems with no 
contribution to the subsequent analysis. These correction data are recorded in specific datasets and 
may then update the initial datasets into the cleaning mechanism. The process is repeated until the 
desired outcome is reached.  
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5.4. Sentence Ranking and Clustering 

The aim of this procedure is to recognize both the representativeness and the cluster to which 
each sentence may belong. These two factors will play a critical role to the final step in which 
summarization will take place, since they will guide the summarization models in including the most 
representative and significant trends coming from the set of responses. Combining clustering with 
the sentence ranking procedure has a limitation in addressing the disadvantages of the algorithm 
used to yield significant sentences. In particular, this approach lacks understanding of the meaning 
and is influenced by the length of the sentences [50]. The distribution of the sentences into groups 
mitigates the bias that may arise in the measurement of their rank importance. Primarily, the 
extracted trends will offer a comprehensive and broad variety of topics on which students focus their 
responses. 

5.4.1. Creation of a Similarity Matrix  

The similarity matrix is formed via the Jaccard similarity measure, which assesses their overlap 
in terms of unique lemmas among sentences. Each sentence becomes a row and column in the matrix, 
with values indicating their similarity. Other similarity algorithms may also be tried for performance 
reasons when dealing with a large number of sentences. Generally, the Jaccard measure between two 
different sentences (vectors of words, Sec. 5.3.1) Vi and Vj is shown by: 

                                                       J�Vi, Vj� =
|Vi ∩ Vj|
|Vi ∪ Vj|

                                                                 (1) 

for i, j ∈  ℤ ∩ [1, N] where |Vi ∩ Vj| is the number of common words between Vi and Vj and |Vi ∪
Vj| is the number of total unique words in both sentences. 

5.4.2. Ranking Sentences by Importance 

The TextRank algorithm [50] is used to compute the relative importance scores for each sentence 
and then rank them. It is an implementation of the PageRank algorithm [51] for sentences. The 
PageRank algorithm was introduced by [48] as a way to measure the probability of going to other 
pages, given that a user is on one web page (for brevity is referred as page). PageRank is a graph-
based ranking model and considers a graph G(V,E); where V are the vertices-nodes (pages) and E are 
the edges (links of pages). The PageRank (PR) for a random vertex of the graph, page A, is shown by: 

                  PR(A; t + 1) =
(1 − d)

N
+  d ∗ �

PR(T1; t)
L(T1) + ⋯+

PR(Tk; t)
L(Tk) �                                            (2) 

Here, assuming a web with N total pages and a random node k ∈  ℤ ∩ [0, N], T1… Tk are the pages 
that are linked to page A, namely the incoming pages to A (for instance references to A) with the 
approximate number of outgoing links from these pages to others, L(T1),… , L(Tk), d is the damping 
factor (residual probability) to take into account that the user may not continue to click on a page that 
links to A (usually set to 0.85) and t is the time. It is obvious that PageRank score needs an initial PR 
score and is typically set to 1/N and that the algorithm focuses on incoming links to each page. The 
algorithm stops in a time length, t, where the convergence is achieved, i.e., for page A  when 
 |PR(A; t + 1) − PR(A; t)| < e, assuming a convergence threshold, e.  

TextRank is also a graph-based ranking model and is an extended version of PageRank by 
considering the sentences as nodes and the edges as weighted connections between pairs of nodes 
(similarity measure). For that purpose, the similarity matrix [5.4.1], needs to be transformed into a 
column-stochastic one (each column totals one) to rely on incoming links. The TextRank (TR) for a 
random vertex of the graph, sentence, Vi, is given by: 

                 TR(Vi; t + 1) =
(1 − d)

N
+  d ∗ �

w1iTR(V1; t)
W1

+ ⋯+
wkiTR(Vk; t)

Wk
�                               (3) 

Here, V1… Vk are the sentences that are linked to the sentence Vi (k total incoming links to Vi , for k ∈
 ℤ ∩ [0, N]), wji is the weight of the edge from the node Vj to the node Vi and Wj is the sum of the 
weights of all outgoing edges from the node Vj; Wj = ∑ wjl

m
l=0  (m total outgoing links from Vj, l, m ∈

 ℤ ∩ [0, N]). 
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The calculation of the ΤextRank is closely linked to the calculation of the similarity index [4.1] 
used, in a proportional way. Indeed, the degree of change in a similarity measure (weight) affects the 
numerator of TextRank more directly than the denominator. In a parallel perspective, long sentences 
tend to have more common words with other sentences. Therefore, a problem that may arise is the 
bias of the TextRank in favor of long sentences, as they are more likely to have a high similarity with 
the other sentences, although it may be good when considering smoothness [52]. This is differentiated 
by the similarity measure used in each case and can be significantly limited, i.e., by normalizing the 
similarity index by the length of each sentence [50]. Moreover, using a clustering method reduces the 
potential of promoting long sentences by spreading sentences across communities and extracting a 
selected number of significant sentences from each group rather than the whole set. 

5.4.3. Clustering Sentences in Topics 

As TextRank can lead to distributions that may contain sentences with the same meaning in 
consecutive positions in the ranking, it is preferable to cluster the sentences so that eventually 
sentences from different clusters appear in the appropriate order, giving a better reflection of the 
overall trend. The similarity matrix (5.4.1) is transformed to zero diagonals to avoid self-loops in 
nodes, and a graph, G(V,E), is constructed and inputted on the Walktrap algorithm. Walktrap 
algorithm uses the Random Walk (RW) procedure’s properties (Markovian Property and 
Stochasticity). A random walk in a graph describes a repetitive path of random steps in space, 
commencing from a given vertex and progressing to a randomly selected neighboring vertex until a 
termination condition is satisfied. 

Walktrap is used [53] to simulate transition probabilities as random walks (5.4.3) on an 
undirected graph G(V,E) where the algorithm starts at each sentence and moves to a neighboring 
sentence based on the unweighted or weighted edges in the graph (probabilities of transitioning from 
the starting sentences to others or remaining at the initial sentence). The basic idea of the Walktrap is 
based on the fact that random walks have the tendency to get “trapped” into densely connected parts 
of the graphs (community detection). Namely, the algorithm identifies regions of the graph where 
the random walks tend to stay within certain clusters of sentences for longer periods of time. These 
regions are interpreted as communities or clusters of closely related sentences. Given a weighted 
graph, the Walktrap algorithm begins by computing at each time step, t, the transition probability 
(pij ) from vertex i to vertex j as: 

                                                    pij =  
sij

d(i)
                                                                                                   (4) 

where sij is the i-row, j-column element of the zero-diagonal similarity matrix and 𝑑𝑑(𝑖𝑖) is the degree 
of vertex i given by d(i) =  ∑ sijj , namely the sum of i neighbors’ weights. To initialize the algorithm 
(t = 0) based on the starting node i, the initial transition probabilities for N total nodes are set as a 
vector of length N, Pi(0) = [pi1

(0),  pi2
(0), … , pii

(0), … , piN
(0)]  where, pii (0)  = 1  at node-position i and 

pij (0)    = 0 at all other positions for j ≠ i. Assuming the transition matrix P of the random walk 
process, the follow applies for t-steps (length):  
                                            Pi (t) = Pi (t−1)  ×  P(t)                                                                              (5)   
where Pi (t) = Pi t. It repeats this process several times (the length of the algorithm is defined and 
equals 4 in this study). Indeed, in Walktrap, the random walks are short in time (best empirical results 
for length 3 ≤ t ≤ 8, with a specific good compromised length t=4 or t=5) due to the fact that when 
time, t, converges to infinity, each node's transition probability equals an equilibrium probability [53]. 
This equilibrium probability of being on a vertex j depends only on the degree of vertex j and not on 
the degree of starting vertex i. Walktrap relates to spectral approach on a graph as it can be proved 
that the equilibrium transition probability vector corresponds to the eigenvector of the largest 
eigenvalue of matrix P (the transition matrix of the random walk process) and results in only one 
community (very small differences in transition probabilities). Subsequently, the Walktrap algorithm 
calculates the distances between sentences using the probability distribution in a metric based on 
Euclidean distance normalized with respect to the degree of node k (to reduce the influence of the 
total weights of neighbors), where k is any random node from 1 to N: 
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                                                     dij
(t) =  ��

(pik
(t)  −  pjk

(t))2

d(k)

n

k=1

                                                                 (6) 

Using these probabilistic distances, Walktrap reduces the problem of finding communities 
through the technique of agglomerative clustering and the Ward method (nodes with the smallest 
distance are first merged into one community). The process stops when the maximum value of 
modularity, a common metric for the quality of a division of a network into communities [54], is 
achieved.  

Graph clustering, which is part of graph theory, is an interesting and challenging research 
problem that has received much attention in recent years. Clustering on a large graph aims to 
partition the graph into several densely connected groups, called communities (community 
detection). A major difference between graph clustering and traditional relational data clustering is 
that graph clustering measures vertex closeness based on connectivity (e.g., the number of possible 
paths between two vertices) and structural similarity (e.g., the number of common neighbors of two 
vertices), while relational data clustering measures distance mainly based on attribute similarity [55]. 
Although many of the techniques involved in graph clustering are closely related to the task of 
finding clusters within a given graph, Walktrap has a lot of advantages compared to them.  

Spectral clustering is an important technique in the domain of community detection as it 
considers the overall structure of the graph. The problem that spectral analysis faces, however, is the 
time needed to compute the eigenvalues, especially for a large-scale graph. Walktrap uses random 
walks to find communities quickly by making use of transition probabilities, avoiding the explicit 
computation of eigenvectors [53]. 

The hierarchical clustering method has some main drawbacks that make it inappropriate for 
large real-word networks [56]: that it cannot clearly determine how many communities the graph 
will be divided into, despite the fact that it does not need to set the a-priori number (as in k-means), 
and that it fails to identify communities with different scales (the resolution problem). In particular, 
agglomerative clustering fails to find the correct communities when the structure of communities on 
the graph is known and tends to identify only the core of a community and omit the periphery [54]. 
The Walktrap offers a good solution as it avoids the problems that exist by unilaterally using 
hierarchical or spectral clustering and achieves the identification of communities through random 
walks and transition probabilities. 

5.4.4. Updating Ordered Sentences with Cluster Information 

Ranked sentences in descending order [4.2] according to their TextRank scores are inserted in a 
data frame along with their corresponding cluster ID. Essentially, the dataset brings together 
information about the cluster each sentence belongs to and how important each sentence is within its 
cluster. This unified dataset enables a comprehensive understanding of the relationship between 
sentences within clusters and their relative importance based on TextRank scores. Consequently, this 
approach enhances the ability to derive meaningful insights from the data, facilitating more informed 
decision-making, according to next step. 

5.5. Summarization 

This final step of summarization is performed in order to produce a well-structured summary 
of participants’ responses. This summary will be in terms of extractive and abstractive one. 
Considering extractive summarization, a list of the most important representative sentences that 
participants made is required to be presented. On the other hand, abstractive summarization will 
produce a synopsis of the trends that are being recognized by the extractive analysis.  

5.5.1. Extractive Summarization 

Assuming clusters Ci, sentences Vij; the sentence Vj in Ci cluster, i€ ℤ ∩ [1, c],  
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 j ∈  ℤ ∩ [1, N] and TextRank score for each sentence TR(Vij), the process involves descending 
the clusters by their top-ranked [5.4.4] sentence, namely the sentence with the highest TextRank score 
within each cluster. In each ordered cluster Ci, z top-ranked sentences are selected using: 

                                                    Vij = �vij€ Ci�TR�vij� ≥ TRmedian�                                                       (7) 
Here, TRmedian is the median TextRank score of all sentences across all clusters and |Vij| ≤ z. 

The choice of median is made to ensure that the most representative and unbiased trend from each 
community is obtained. Subsequently, x clusters that satisfy the condition of including sentences with 
a TextRank score value as defined are included in the resulted list with z sentences, where x ≤ c for a 
given c number of clusters resulted from Walktrap (5.4.3).  

5.5.2. Abstractive Summarization 

This step involves generating an abstractive summary by concatenating all selected cluster 
sentences (5.5.1) and passing them for elaboration to the OpenAI API in order to enhance readability 
and meaning for the end user. The final summary is generated in a hierarchical manner by first 
generating the summaries of each cluster and then generating a summary of all cluster summaries. 

Ater the final summary generation, this process produces a final summary report that consists 
of three parts. The first part presents quantitative data concerning the number of open-ended 
responses per question type, the number of sentences extracted, and the number of pre-processed 
sentences used for summarization. The second part presents the abstractive summary, and the third 
part presents a list of 5-10 representative comments, according to (5.4.4). 

6. Implementation 

The implementation of the above flowchart took place into the environment of the HOU 
university trying to bring most of the models inside the university’s area and limit the dependencies 
of 3rd party models in the cloud due to the restrictions of anonymization and the institute data policy. 
The future goal is to build a system that could be used for the analysis of all open-ended questions of 
all evaluations that are taking place in the university regardless of the study programme. However, 
a pilot study was focused on only one postgraduate study programme in the university. 

Two were the core modules of the system: The Responses Preparation Module and the Survey 
Summarization Module. They were implemented using Python as RestFull services, utilizing the Flask 
python library [57]. A MySQL database management system was used as storage of all the required 
data. The administration and the production of summaries were provided through a web-based 
application built on PHP programming language. 

The first module moderates the data preparation steps and it takes as input raw data of the 
students’ responses and returns a well-formed dataset that contains the initial response, the sentences 
of each response, and the lemmas of each sentence. The dataset is filtered and cleaned appropriately. 
This module includes sentence preparation, anonymization and lemmatization internal components. 
The Survey Summarization Module is responsible for the production of a summary of the responses 
to open-ended questions. It takes as input the dataset that contains clean lemmatized sentences and 
then computes the similarity matrix between the sentences to produce a graph. Next this module 
invokes the Sentence Ranking together with the Sentence Clustering internal components. These two 
components will result in the ranking of all the sentences and in their clustering as well. In this way 
it will be able to highlight the most important sentences and to prepare a dataset of clustered 
sentences for an abstractive summarization. Finally, the module will produce the final report with 
the summary of the responses. More specifically, it presents an instructive quantitative paragraph in 
relation to the number of answers as well as the number of sentences that arose from them and the 
number of clean sentences that were finally used in the summarization process. Next an abstractive 
summarization follows that briefly describes the trends found from the analysis of the responses and 
finally a list of indicative and representative sentences selected from the students' responses is 
presented. When summarizing must be abstractive, then the service will invoke an external AI 
summarization service. 

Concerning the required input data for the whole process, they consist of the following datasets:  
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• Students’ responses of an open-ended question 
• Replacement rules in the form of pairs find:replace 
• Words to be excluded from NER analysis 
• List of study programmes, course modules and tutors of each module (as an input for the custom 

Name-Replacement algorithm) 
• Lemmas to be excluded from lemmatization 
• Lemmas to be corrected before lemmatization 
• Some POS custom definitions in particular lemmas 

Only two datasets of the above are being replaced each time a new question is analyzed 
(students’ responses, and sometimes the list of study programmes, modules and tutors) while other 
datasets are domain specific and are updated rarely. 

Some critical libraries and external services were also integrated in the system. First concerning 
data cleaning the langdetect 1.0.9 [58] was used to detect responses in languages other than modern 
Greek that system is using. This library is a direct port of Google's language-detection library from 
Java to Python. Concerning NER, an already pre-trained model in Greek Language named Spacy 
[36,37] was used and configured to recognize only persons’ names. The implementation of 
lemmatization in Greek Language was done by the spacy-udpipe library [61]. Both the TextRank 
algorithm and the Jaccard similarity computation were implemented in python, however the latter 
used a CountVectorizer algorithm of the scikit-learn library [62] to optimize matrix production. In 
the same way the WalkTrap algorithm was implemented inside the module using the igraph library 
[63], a network analysis package. Regarding abstractive summarization that is performed in case of 
the production of first the clusters’ summaries and next the final summary of all the clusters, the 
GPT4o mini model [64] was used via the OpenAI API.  

It's worth mentioning that the development approach supports future integration of new models 
in case they can enhance the current system functionality. 

7. Results 

Regarding quantitative analysis, for the study programme of the present research, a total of 1197 
evaluations were conducted out of a total of 2618 potential evaluations (participation rate 45.72 %). 
The means per evaluation dimension are presented in Figure 2, where the maximum value is 5 and 
the minimum is 1. As can be seen, students tend to be satisfied with their study in this curriculum 
with means ranging above the middle of the five-point scale. However, they seem less satisfied with 
the educational content (materials and activities). 

 
Figure 2. Results of student satisfaction per dimension of the study programme. 

886 responses were given to the three open-ended questions of the research tool. A response is 
the filling of free text in a submission form. Students could optionally provide one to three responses 
- one for each comment type (positive comments, negative comments, and suggestions for 
improvement). Each response included 1-n sentences. From these sentences, a subset was selected 
after pre-processing to form the units of analysis for the automatic summarization. In Table 1 we can 
see by comment type, the distribution of the responses, and the sentences used for the automated 
summarization. We observe an equal distribution of responses per comment type. At the level of 
sentence distribution by comment type, we observe that students tend to write more sentences for 
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improvements and fewer for negatives. The same is true for the final sentences used for automated 
summarization. 
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Table 1. Distribution of student comments. 

Response type 
Comments’ 

distribution per 
response type 

Sentence distribution  
per response type 

Sentences kept 
for 

summarization 
Positives 610 852 835 

Negatives 612 831 758  
Improvements 610 933 889 

Total 1832 2616 2482 

Regarding the students' positive experiences from their study programme, a portion of them 
mentioned that they were satisfied with the student-tutor interactions. tutors were willing to 
communicate and collaborate with students and efficiently solved their questions. In the online tutor-
student meetings, a positive atmosphere of cooperation and communication was cultivated among 
students, tutors, and their fellow students. Students felt that they gained new and useful knowledge 
from the module they attended. Also, the educational material was considered well organized, and 
the educational activities contributed to its understanding. Finally, the support of their studies by the 
possibility of attending tutorial online meetings was also positively valued by the students.  

Regarding the negative comments of the students, a portion of them referred to issues related to 
the educational material, such as the large size of the educational material which does not give the 
time for sufficient understanding, and the outdated contents in some cases. Negative comments were 
also made by a proportion of students about tutors, focusing on the reluctance of some tutors to work 
with their students, the lack of adequate student guidance and educational activities' feedback as well 
as the insufficient question resolution and the lack of examples for better understanding. Finally, 
students referred to time scheduling issues such as inflexible deadlines for submission of educational 
activities, the reluctance to grant extensions, the timing of mid-term examinations in some modules, 
etc. 

Regarding the suggestions for improvement, the students stressed that updated educational 
material for some modules is needed, more understandable, and enriched with digital learning 
resources (e.g. videos and PowerPoint files). Regarding online tutor-student meetings, several 
students suggested increasing their number (and consequently the total hours of implementation) so 
that they will be numerous but of short duration each, to avoid tediousness and to enhance the 
interaction of the participants in them. Regarding the mid-term examinations, students suggest they 
should be more and implemented on available dates to allow time for better preparation and 
performance. Finally, students ask for better cooperation with tutors, through the presentation of 
practical examples of theory and their guidance and support in the educational activities. 

Concerning the proposed model, it is noticeable that, through the finding of thematic 
communities, Walktrap clearly defined the underlying structure and categorization of related topics 
within the comments, and provided comprehensive general feedback on their concerns, while using 
Textrank, the most relatively important comments within each topic were extracted. With this 
combined approach, a complete comprehension of the student feedback is ensured, exposing both 
the high-level trends and the subtle insights required for well-informed decision-making and focused 
programme improvements. Results were also examined by the researchers regarding their 
plausibility, by a careful reading of the communities’ contents and their representative ranked 
comments. After abstractive summarization, summaries were also carefully red and slightly 
modified by the researchers to be comprehensible. 

8. Discussion  

This study aimed to explore students' perceptions in an annual study programme at HOU 
regarding their distance learning experience by analyzing their open-ended responses in an online 
questionnaire. The quantitative findings showed that students are in general satisfied with the tutor's 
role, the study programme design, the administrative - technical services, and to a lesser degree with 
the educational content. Nevertheless, a richer picture is given with respect to their open-ended 
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responses. Students had a positive impression of the role of tutors which contributed to their 
satisfaction with the modules they attended. The findings are in agreement with the literature where 
it is confirmed that student satisfaction depends to a large extent on the quality of the interaction with 
the tutor [41,65,66]. Moreover, the desired competencies that tutors should have, include 
communicating frequently with students [[41], solving their questions and guiding and encouraging 
them in their studies [67,68], and finally providing them with appropriate feedback on written 
assignments [69]. Some students expressed their satisfaction with the educational material of the 
modules. As confirmed by the literature, the quality of student-content interaction (e.g., reading 
learning articles and textbooks, writing assignments and projects, interacting with multimedia 
resources) is an important factor that influences the learning experience and the overall satisfaction 
of students with their studies [70-71].  

For a portion of students, the main negative experience they had concerned the poor 
organization of the educational material of some modules and its outdated information, as well as 
their problematic interaction with some tutors. In distance education, students spend most of their 
time reading and writing, systematically studying the educational content to understand the concepts 
of the subject matter and to further develop their cognitive skills [72]. The educational material 
therefore should promote students’ reflection, discussion, and exchange of information with the aim 
of collaborative knowledge, searching creatively for solutions, and working out hypotheses to 
explain and solve various problems, that is, elements that promote critical thinking [73]. The poor 
quality and structure of the material and the planned activities can significantly limit the 
development of students' critical thinking skills [74]. Regarding the problematic aspects of tutor-
student interaction that were mentioned, literature shows that when tutor-student interaction is 
effectively practiced it can significantly enhance the understanding of course materials, and 
encourage community experiences through discussions, group work, and collaborative projects [75]. 
This aligns with Moore’s concept of minimizing transactional distance via engagement and 
communication [76]. In distance and online educational environments, students value timely 
feedback, connection, and support from tutors, elements that boost motivation and engagement [77-
78]. Feedback on assignments plays a crucial role in developing students' academic skills, motivating 
students, offering encouragement, and pinpointing areas for improvement and may impact their 
performance. However, feedback can be problematic due to misconceptions, lack of clarity, and 
dissatisfaction among students. Issues such as unclear comments affecting self-confidence, delayed 
delivery hindering progress, and difficulty understanding academic language have been reported as 
barriers to effective feedback [69]. Finally, students mentioned issues of bad design for some modules 
(e.g., timetables, deadlines) which had a negative impact on them. The quality of a study progamme’s 
design and structure might drastically affect student satisfaction. The structure of a study 
programme, encompassing its objectives, teaching and learning methods, and assessment 
approaches. Key factors influencing the design and structure of a study programme include content 
presentation, learning paths, personalized guidance, student motivation, etc. Study programmes 
with rigid structures tend to limit opportunities for communication and interaction in general, 
whereas more flexible study programmes can reduce transactional distance, fostering better 
communication and engagement [66]. 

The approach of automatic text summarization is distinguished based on several methods, the 
most important of which are what they produce (extractive, abstractive, or hybrid) and whether they 
need training on the sample data (supervised or unsupervised). The Textrank algorithm combined 
with Walktrap yields an improved result on the unsupervised extractive summarization, as 
mentioned. In future work, it is proposed not only to further automate the data preparation and noise 
removal processes but also to use advanced methods with natural language processing models to 
improve both extractive and abstractive summaries.  

It is suggested that future research delve deeper into the creation of unique natural language 
processing models that are especially suited to the linguistic subtleties and contextual information 
present in language student feedback. This could help in resolving the text preprocessing errors 
discovered by using generic tools such as UDPipe. Exploring the integration of sentiment analysis to 
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assess the emotional tone of student comments could also be beneficial to gain a more nuanced 
understanding of the experiences and satisfaction levels of the students. Both UDPipe's Greek 
lemmatization and comment filtering for detecting the noise in data require manual correction, which 
is indeed time-consuming. A more automatic technique must be done to speed the process and 
simultaneously keeping all the important data without overfitting with comments that do not 
contribute to the analysis. Another interesting prospect is the processing of English comments in 
parallel and, even better, in a simultaneous analysis with Greek ones. 

Advanced Natural Language Processing (NLP) techniques like word embeddings and 
transformers can be very useful in addressing such issues [79]. Word embeddings will be used in 
extractive summarization. With this method, words and their context are represented as vectors in a 
continuous vector space so that words with similar meanings have vectors that are close to each other 
in the embedding space. This kind of mathematical representation can improve similarity 
performance and it can be combined with TextRank [72] to improve performance in finding the 
overall trend, and with Walktrap for more efficient separation of communities. The embeddings will 
be created through the training process on a large dataset, in this case, the education domain.  

Transformers, combined with word embeddings, could be used for abstractive text 
summarization, producing summaries that resemble human-generated ones without using exact 
sentences from the original documents. The transformer's architecture, utilizing the attention 
mechanism, captures long-range dependencies and enables every word in the sentence to pay 
attention to every other word, regardless of how far apart they are [75]. This surpasses older models 
like RNNs and LSTMs. Additionally, transformers maintain word order through positional encoding, 
preserving the original sentence's meaning. 
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