
Article Not peer-reviewed version

A Novel Unit Distribution Named as

Median Based Unit Rayleigh (MBUR):

Properties and Estimations

Iman Attia *

Posted Date: 7 October 2024

doi: 10.20944/preprints202410.0448.v1

Keywords: Median based unit Rayleigh (MBUR) distribution; new distribution; unit distribution; Maximum

product of spacing; MLE

Preprints.org is a free multidiscipline platform providing preprint service that

is dedicated to making early versions of research outputs permanently

available and citable. Preprints posted at Preprints.org appear in Web of

Science, Crossref, Google Scholar, Scilit, Europe PMC.

Copyright: This is an open access article distributed under the Creative Commons

Attribution License which permits unrestricted use, distribution, and reproduction in any

medium, provided the original work is properly cited.

https://sciprofiles.com/profile/3902367


 

Article 

A Novel Unit Distribution Named As Median Based 

Unit Rayleigh (MBUR): Properties and Estimations 

Iman M. Attia 

Department of Mathematical Statistics, Faculty of Graduate Studies for Statistical Research, Cairo University, 

Egypt; Imanattiathesis1972@gmail.com or imanattia1972@gmail.com   

Abstract: the importance of continuously emerging new distribution is a mandate to understand the world and 

environment surrounding us. In this paper, the author will discuss a new distribution defined on the interval 

(0,1) as regards the methodology of deducing its PDF, some of its properties and related functions. A simulation 

and real data analysis will be highlighted. 

Keywords: Median based unit Rayleigh (MBUR) distribution; new distribution; unit distribution; 

Maximum product of spacing; MLE 

 

Introduction 

Fitting  data  to  a  statistical  distribution  helps  to  understand  the  phenomenon  of  the  data 

generating  process  behind  them.  Researchers  have  developed  many  different  distributions  to 

describe complex real world phenomena. Before 1980, the techniques used to generate distributions 

were mainly:  solving  systems  of  differential  equations,  using  transformations  and  lastly  using 

quantile function strategy. After 1980, the procedures used are mainly summarized into either adding 

new  parameters  to  an  existing  distribution  or  combining  all‐ready  known  distributions.  These 

maneuvers provide researchers with a wide spectrum of tractable and flexible distributions that can 

accommodate all variety of asymmetrical data as well as outliers in the data sets. Fitting distributions 

to data helps to better model the data in analyses involving regression, survival analysis, reliability 

analysis and time series analysis.   

Many authors used regression models  like  location‐scale regression  to model Egyptian stock 

exchange as proposed by Salah Mahdy and Samy Abdelmoez (Abdelmoezz & Mohamed, 2021) and 

to model survival time in myeloma patients by Mahmoud Riad et al. (2015).   

Also Quantile regression models are used by many authors  to model  time  to event response 

variables which exhibit skewness with long tails as well as violation of normality and homogeneity 

assumptions. These models are robust to outlier, skewness, and heteroscedasticity as they specify the 

entire  conditional  distribution  of  the  response  variable  rather  than  the  conditional mean. Many 

authors applied  this  type of  regression  to measure  the  effects of  covariates on  the  time duration 

response  variable  at  different  quantiles.  To  mention  some  of  them:  Flemming  et  al.  studied 

association  between  time  to  surgery  and  survival  among  patients  suffering  from  cancer  colon 

(Flemming  et  al.,  2017).  Faradmal  et  al.  applied  censored  quantile  regression  to  examine  overall 

factors affecting survival in breast cancer (Faradmal et al., 2016). Xue et al. thoroughly explored the 

censored quantile regression model to analyze time to event data (Xue et al., 2018).         

Many real world phenomena are presented as proportions, ratios, or fractions over the bounded 

unit interval (0,1). Modelling these data in different disciplines like biology, finance, mortality rate, 

recovery  rate,  economics,  engineering,  hydrology,  health,  and measurement  sciences  had  been 

achieved by many authors using continuous distributions.   

Some of these distributions are:     

Johnson SB distribution (Johnson, 1949). 

Beta distribution (Eugene et al., 2002).   

(1) Unit Johnson (SU ) distribution (Gündüz & Korkmaz, 2020).   
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(2) Topp‐ Leone distribution (Topp & Leone, 1955).   

(3) Unit Gamma (Consul & Jain, 1971; Grassia, 1977; Mazucheli et al., 2018; Tadikamalla, 1981).   
(4) Unit Logistic distribution (Tadikamalla & Johnson, 1982).   

(5) Kumaraswamy distribution (Kumaraswamy, 1980).   

(6) Unit Burr‐III (Modi & Gill, 2020). 

(7) Unit modified Burr‐III (Haq et al., 2023).   

(8) Unit Burr‐XII (Korkmaz & Chesneau, 2021).   

(9) Unit‐Gompertz (Mazucheli, Maringa, et al., 2019).   

(10) Unit‐Lindely (Mazucheli, Menezes, et al., 2019).   

(11) Unit‐Weibull    (Mazucheli et al., 2020).   

(12) Unit Muth distribution (Maya et al., 2024). 

Unit distribution is mostly obtained by variable transformation. The transformation can take any 

form of the followings:      𝑦 ൌ 𝑒ି௫  ,    𝑦 ൌ
ଵ

ଵା௫
    ,    or      𝑦 ൌ

௫

ଵା௫
   

The paper is arranged into 4 sections. In section 1, the author will explain the methodology of 

obtaining the new distribution. In section 2, elaboration of its PDF,CDF, Survival function, Hazard 

function and reversed hazard function will be presented. In section 3, methods of estimation will be 

discussed accompanied by simulation study. In section 4, real data analysis will be achieved with 

discussion. 

Section 1 

Methodology: 

Derivation of the MBUR Distribution:   

Using the pdf    of   median order statistics for sample size=3 and parent distribution Rayleigh : 

𝑓௜:௡ሺ𝑥ሻ ൌ
𝑛!

ሺ𝑖 െ 1ሻ! ሺ𝑛 െ 𝑖ሻ!
ሼ𝐹ሺ𝑥ሻሽ௜ି1ሼ1െ 𝐹ሺ𝑥ሻሽ௡ି௜𝑓ሺ𝑥ሻ, 𝑥 ൐ 0 

𝑓2:3ሺ𝑥ሻ ൌ
3!

ሺ2 െ 1ሻ! ሺ3 െ 1ሻ!
ሼ𝐹ሺ𝑥ሻሽ2ି1ሼ1െ 𝐹ሺ𝑥ሻሽ3ି2𝑓ሺ𝑥ሻ 

𝐹ሺ𝑥ሻ ൌ 1 െ 𝑒
ି௫2

ఈ2  ,   𝑓ሺ𝑥ሻ ൌ
2𝑥
𝛼2
𝑒
ି௫2

ఈ2  

𝑓2:3ሺ𝑥ሻ ൌ 3! ቊ1 െ 𝑒
ି௫2

ఈ2 ቋ
2ି1

ቊ𝑒
ି௫2

ఈ2 ቋ
3ି2
2𝑥
𝛼2
𝑒
ି௫2

ఈ2  

𝑓2:3ሺ𝑥ሻ ൌ
12𝑥
𝛼2

ቈ1െ 𝑒
ି௫2

ఈ2 ቉ ቈ𝑒
ି௫2

ఈ2 ቉ 𝑒
ି௫2

ఈ2  

𝑓2:3ሺ𝑥ሻ ൌ
12𝑥
𝛼2

ቈ1െ 𝑒
ି௫2

ఈ2 ቉ ቈ𝑒
ି2௫2

ఈ2 ቉   ,   𝑥 ൐ 0 

Using the following transformation: 

𝑙𝑒𝑡  𝑦 ൌ  𝑒ି௫
2
 

െ𝑙𝑛ሺ𝑦ሻ  ൌ  𝑥2 

ሾെ𝑙𝑛ሺ𝑦ሻሿ.5  ൌ  𝑥 
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𝑑𝑥
𝑑𝑦

ൌ
1

2
ሾെ𝑙𝑛ሺ𝑦ሻሿି.5 ൬

െ1
𝑦
൰   

So the new distribution is the Median Based Unit Rayleigh (MBUR) Distribution. 

Section 2 

Some of the properties of    the new distribution ( MBUR): 

1. The following is the    pdf : 

𝑓ሺ𝑦ሻ ൌ
6

𝛼2
ቈ1െ 𝑦

1

ఈ2቉ 𝑦
ቀ
2

ఈ2
ି1ቁ

  ,   0 ൏ 𝑦 ൏ 1 , 𝛼 ൐ 0 

2. The following is the CDF: 

𝐹ሺ𝑦ሻ ൌ 3𝑦
2

ఈ2 െ 2𝑦
3

ఈ2   ,   0 ൏ 𝑦 ൏ 1 , 𝛼 ൐ 0 

3. The following is the survival function : 

𝑆ሺ𝑦ሻ ൌ 1 െ 𝐹ሺ𝑌ሻ ൌ 1െ ቆ3𝑦
2

ఈ2 െ 2𝑦
3

ఈ2ቇ   ,   0 ൏ 𝑦 ൏ 1  ,𝛼 ൐ 0  

4. The following is the hazard function (hf) and reversed hazard function (rhf) respectively: 

ℎሺ𝑦ሻ ൌ
𝑓ሺ𝑦ሻ

𝑆ሺ𝑦ሻ
ൌ

6
𝛼2
ቆ1െ 𝑦

1

ఈ2ቇ𝑦
ቀ
2

ఈ2
ି1ቁ

1 െ ቆ3𝑦
2

ఈ2 െ 2𝑦
3

ఈ2ቇ
  ,   0 ൏ 𝑦 ൏ 1  ,𝛼 ൐ 0 

𝑟ℎሺ𝑦ሻ ൌ
𝑓ሺ𝑦ሻ

𝐹ሺ𝑦ሻ
ൌ

6
𝛼2
ቆ1െ 𝑦

1

ఈ2ቇ𝑦
ቀ
2

ఈ2
ି1ቁ

3𝑦
2

ఈ2 െ 2𝑦
3

ఈ2

  ,   0 ൏ 𝑦 ൏ 1  ,𝛼 ൐ 0 

The following figures, Fig(1‐9), show the above functions    for different values of alpha:   
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Figure 1. pdf of Median Based Unit Rayleigh ( MBUR) distribution. 

 

Figure 2. pdf of Median Based Unit Rayleigh ( MBUR) distribution. 
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Figure 3. CDF of Median Based Unit Rayleigh ( MBUR ) Distribution. 

   

Figure 4. CDF of Median Based Unit Rayleigh ( MBUR ) Distribution. 
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Figure 5. survival function of MBUR Distribution. 

 

Figure 6. survival function of MBUR Distribution. 
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Figure 7. hazard rate function of MBUR Distribution. 

 

Figure 8. hazard rate function of MBUR Distribution. 
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Figure 9. reversed hazard rate function of MBUR Distribution. 

1. Quantile Function:   

𝑢 ൌ 𝐹ሺ𝑦ሻ ൌ 3𝑦
2

ఈ2 െ 2𝑦
3

ఈ2 ൌ െ2ቆ 𝑦
1

ఈ2ቇ
3

൅  3 ቆ𝑦
1

ఈ2ቇ
2

  

The inverse of the CDF is used to obtain y , the real root of this 3rd polynomial function is : 

𝑦 ൌ 𝐹ି1ሺ𝑦ሻ ൌ ቊെ.5ቆ𝑐𝑜𝑠 ቈ
𝑐𝑜𝑠ି1ሺ1െ 2𝑢ሻ

3
቉ െ √3 𝑠𝑖𝑛 ቈ

𝑐𝑜𝑠ି1ሺ1െ 2𝑢ሻ

3
቉ቇ ൅ .5ቋ

ఈ2

 

To generate random variable distributed as MBUR:   

1‐ Generate uniform random variable (0,1):  𝑢~𝑢𝑛𝑖𝑓𝑜𝑟𝑚ሺ0,1ሻ. 
2‐ Choose alpha.     

3‐ Substitute the above values of u (0,1) and the chosen alpha in the quantile function, to obtain y 

distributed as  𝑦~𝑀𝐵𝑈𝑅ሺ𝛼ሻ 

2. rth Raw Moments: 

𝐸ሺ𝑦௥ሻ ൌ
6

ሺ2 ൅ 𝑟𝛼2ሻሺ3൅ 𝑟𝛼2ሻ
 

𝐸ሺ𝑦௥ሻ ൌ න 𝑦௥  
6

𝛼2
ቈ1െ 𝑦

1

ఈ2቉ 𝑦
ቀ
2

ఈ2
ି1ቁ

 𝑑𝑦 
1

0

 

𝐸ሺ𝑦ሻ ൌ
6

ሺ2 ൅ 𝛼2ሻሺ3 ൅ 𝛼2ሻ
 

𝐸ሺ𝑦2ሻ ൌ
6

ሺ2 ൅ 2𝛼2ሻሺ3൅ 2𝛼2ሻ
 

𝐸ሺ𝑦3ሻ ൌ
6

ሺ2 ൅ 3𝛼2ሻሺ3൅ 3𝛼2ሻ
 

𝐸ሺ𝑦4ሻ ൌ
6

ሺ2 ൅ 4𝛼2ሻሺ3൅ 4𝛼2ሻ
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varሺ𝑦ሻ ൌ 𝐸ሺ𝑦2ሻ െ ሾ𝐸ሺ𝑦ሻሿ2 

varሺ𝑦ሻ ൌ
3𝛼4ሺ13൅ 10𝛼2 ൅ 𝛼4ሻ

ሺ3 ൅ 5𝛼2 ൅ 2𝛼4ሻሺ6൅ 5𝛼2 ൅ 𝛼4ሻ2
 

3. Coefficient of    Skewness: 

𝐸
ሺ𝑦 െ 𝜇ሻ3

𝜎3
ൌ
𝐸ሺ𝑦3ሻ െ 3𝜇𝐸ሺ𝑦2ሻ ൅ 3𝜇2𝐸ሺ𝑦ሻ െ 𝜇3

𝜎3
 

ൌ
𝐸ሺ𝑦3ሻ െ 3𝜇ሾ𝐸ሺ𝑦2ሻ െ 𝜇𝐸ሺ𝑦ሻሿ െ 𝜇3

𝜎3
ൌ
𝐸ሺ𝑦3ሻ െ 3𝜇ሾ𝐸ሺ𝑦2ሻ െ 𝜇𝜇ሿ െ 𝜇3

𝜎3
 

coefficient of skewness ൌ
𝐸ሺ𝑦3ሻ െ 3𝜇𝜎3 െ 𝜇3

𝜎3
ൌ
𝐸ሺ𝑦3ሻ െ 𝜇ሺ3𝜎2 ൅ 𝜇2ሻ

𝜎3
  

4. Coefficient of   Kurtosis: 

𝐸
ሺ𝑦 െ 𝜇ሻ4

𝜎4
ൌ
𝐸ሺ𝑦4ሻ െ 4𝜇𝐸ሺ𝑦3ሻ ൅ 6𝜇2𝐸ሺ𝑦2ሻ െ 3 𝜇4

𝜎4
 

ൌ
𝐸ሺ𝑦4ሻ െ 4𝜇𝐸ሺ𝑦3ሻ ൅ 6𝜇2ሾ𝜎2 ൅ 𝜇2ሿ െ 3 𝜇4

𝜎4
 

ൌ
𝐸ሺ𝑦4ሻ െ 4𝜇𝐸ሺ𝑦3ሻ ൅ 6𝜇2𝜎2 ൅ 6𝜇4 െ 3 𝜇4

𝜎4
 

ൌ
𝐸ሺ𝑦4ሻ െ 4𝜇𝐸ሺ𝑦3ሻ ൅ 6𝜇2𝜎2 ൅ 3𝜇4

𝜎4
ൌ 

coefficient of Kurtosis ൌ  
𝐸ሺ𝑦4ሻ െ 4𝜇𝐸ሺ𝑦3ሻ ൅ 3𝜇2ሾ2𝜎2 ൅ 𝜇4ሿ

𝜎4
 

5. Coefficient of Variation : 

 CV ൌ
ௌ

ఓ
 

The following figure Fig(10) illustrate the graph for above coefficients 
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Figure 10. the variance and different coefficients with different levels of alpha. 

6. rth incomplete Moments: 

𝐸ሺ𝑦௥| 𝑦 ൏ 𝑡ሻ ൌ න 𝑦௥  
6

𝛼2
ቈ1െ 𝑦

1

ఈ2቉ 𝑦
ቀ
2

ఈ2
ି1ቁ

 
௧

0

𝑑𝑦 

𝐸ሺ𝑦ሻ ൌ  
6𝑡

2

ఈ2
ା௥

ሺ2൅ 𝑟𝛼2ሻ
െ

6𝑡
3

ఈ2
ା௥

ሺ3 ൅ 𝑟𝛼2ሻ
  

Section 3: 

Methods of   Estimations: 

1. Method of Moments: 

Equating the first moment from the sample which is the mean with that from the population can 

be used to estimate the parameter. Then this estimate can be used as initial guess in other methods 

that need numerical techniques to evaluate the parameter.   

𝑠𝑎𝑚𝑝𝑙𝑒 𝑚𝑒𝑎𝑛 ൌ 𝑦ത ൌ  
1

௡
∑ 𝑦௜
௡
௜ୀ1    

𝐸ሺ𝑦ሻ ൌ
6

ሺ2 ൅ 𝛼2ሻሺ3൅ 𝛼2ሻ
ൌ 𝑦ത 

To find the estimator for the alpha parameter, find the root of the following equation: 

𝑐 ൌ
6

௬ത
ൌ ሺ2൅ 𝛼2ሻሺ3൅ 𝛼2ሻ ൌ 6൅ 5𝛼2 ൅ 𝛼4    

0 ൌ ሺ𝛼2ሻ2 ൅ 5𝛼2 ൅ 6െ  
6

𝑦ത
 

𝛼2 ൌ
െ5൅ට25െ 4ሺ1ሻ ቀ6െ  

6
𝑦തቁ

2ሺ1ሻ
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𝛼ො ൌ

⎩
⎨

⎧െ5൅ට25െ 24 ቀ
𝑦ത െ 1
𝑦ത ቁ

2

⎭
⎬

⎫
.5

, 25െ 24 ൬
𝑦ത െ 1
𝑦ത

൰ ൐ 0 ,𝛼 ൐ 0  

2. Maximum Likelihood Estimation : 

𝑓ሺ𝑦ሻ ൌ
6

𝛼2
൥1െ 𝑦௜

1

ఈ2൩ 𝑦௜
ቀ
2

ఈ2
ି1ቁ

  ,   0 ൏ 𝑦 ൏ 1 , 𝛼 ൐ 0 
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Alpha can be estimated numerically using Newton Raphson method.   
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3. Maximum Product of Spacing ( MPS) : 

Maximize the following objective function:   
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Alpha can be estimated numerically using Newton Raphson method.   
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4. Anderson Darling Estimator (AD) 

Minimize the following objective function: 

𝐴𝐷 ൌ െ𝑛 െ෍൬
2𝑖 െ 1
𝑛

൰ ሼ𝑙𝑜𝑔ሾ𝐹ሺ𝑥௜ሻሿ ൅ 𝑙𝑜𝑔ሾ1െ 𝐹ሺ𝑥௡ି௜ା1ሻሿሽ
௡

௜ୀ1

 

𝜕𝐴𝐷
𝜕𝛼

ൌ െ෍൬
2𝑖 െ 1
𝑛

൰ ቊ
𝐹′ሺ𝑥௜ሻ

𝐹ሺ𝑥௜ሻ
൅

െ𝐹′ሺ𝑥௡ି௜ା1ሻ

1 െ 𝐹ሺ𝑥௡ି௜ା1ሻ
ቋ

௡

௜ୀ1

 

𝜕2𝐴𝐷
𝜕𝛼2

ൌ െ෍൬
2𝑖 െ 1
𝑛

൰ ൝
𝐹′′ሺ𝑥௜ሻ

𝐹ሺ𝑥௜ሻ
െ

 ൣ𝐹′ሺ௫೔ሻ൧
2

ሾ𝐹ሺ𝑥௜ሻሿ2
െ

𝐹′′ሺ𝑥௡ି௜ା1ሻ

1െ 𝐹ሺ𝑥௡ି௜ା1ሻ
െ

ൣ𝐹′ሺ𝑥௡ି௜ା1ሻ൧
2

ሾ1െ 𝐹ሺ𝑥௡ି௜ା1ሻሿ2
ൡ

௡

௜ୀ1

 

Alpha can be estimated numerically using Newton Raphson method.   

5. Percentile method : 

Minimize the following objective function: 
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Alpha can be estimated numerically using Newton Raphson method.   

6. Cramer Von Mises(CVM)   

Minimize the following objective function: 
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Alpha can be estimated numerically using Newton Raphson method.   
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7. Least Squares Method: 

Minimize the following objective function: 
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Alpha can be estimated numerically using Newton Raphson method. 

8. Weighted Least Squares Method: 
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Alpha can be estimated numerically using Newton Raphson method. 

Section 3: 

Simulation   

A simulation study is conducted using the following sample sizes  𝑛 ൌ ሺ20, 80 ,160 , 260 , 500ሻ  , 
and replicate N=1000 times. The different kinds of methods of estimation are utilized and compared 

with each other. The alpha values chosen are  𝛼 ൌ ሺ2.5 , 1.5 , 0.5ሻ. 
Steps: 

1. Generate random variable from the MBUR Distribution with specified alpha   

2. Chose the sample size n. 

3. Replicate the method of estimation N times . 

4. Calculate  the  following metrics  to  compare  between  the methods  and  show  the  effect  of 

increasing sample size on the estimators. 

(a) 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑏𝑖𝑎𝑠 ሺ 𝐴𝐴𝐵ሻ ൌ
1

ே
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(b) 𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒 𝑒𝑟𝑟𝑜𝑟ሺ𝑀𝑆𝐸ሻ ൌ
1

ே
∑ ሺ𝛼ො െ 𝛼ሻ2ே
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(c) 𝑅𝑜𝑜𝑡 𝑜𝑓 𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒 𝑒𝑟𝑟𝑜𝑟ሺ𝑀𝑆𝐸ሻ ൌ √𝑀𝑆𝐸 

(d) 𝑀𝑒𝑎𝑛 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑟𝑟𝑜𝑟 ൌ  
1

ே
∑ |ఈෝିఈ|

ఈ
ே
௜ୀ1  

Also the mean of estimated alpha from the 1000 replicate is evaluated with the standard error. 

For  the  chosen  alpha  level  (2.5),  the  following  results  are  obtained  in  the  successive  tables, 

mean(1), SE(2), AAB(3), MSE(4), MRE(5): 

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 7 October 2024 doi:10.20944/preprints202410.0448.v1

https://doi.org/10.20944/preprints202410.0448.v1


  14 

 

Table 1. mean. 

mean  MOM  MLE  MPS  AD  PERC  CVM  LS  WLS 

n=20  2.6  2.4911  2.5321  2.5067  2.3617  2.4697  2.5274  2.5327 

n=80  2.52  2.486  2.5043  2.4896  2.4445  2.4896  2.4908  2.4943 

n=160  2.5069  2.4936  2.5039  2.495  2.4524  2.4953  2.496  2.4977 

n=260  2.5030  2.4972  2.5042  2.4991  2.4782  2.5004  2.5008  2.5008 

Table 2. SE. 

SE  MOM  MLE  MPS  AD  PERC  CVM  LS  WLS 

n=20  0.013  0.0065  0.0065  0.0067  0.0123  0.0088  0.0078  0.0071 

n=80  0.0057  0.0033  0.0032  0.0034  0.0065  0.0037  0.0037  0.0035 

n=160  0.0041  0.0022  0.0022  0.0024  0.0045  0.0025  0.0025  0.0024 

n=260  0.0031  0.0018  0.0018  0.0019  0.0039  0.0012  0.0012  0.0019 

Table 3. AAB. 

AAB  MOM  MLE  MPS  AD  PERC  CVM  LS  WLS 

n=20  0.3221  0.1592  0.1631  0.1663  0.3296  0.194  0.1916  0.1785 

n=80  0.1444  0.0827  0.0809  0.085  0.1754  0.0902  0.0901  0.0854 

n=160  0.1037  0.0561  0.0552  0.0595  0.1127  0.0626  0.0625  0.0596 

n=260  0.0791  0.0457  0.0456  0.0481  0.0995  0.0506  0.506  0.0481 

Table 4. MSE. 

MSE  MOM  MLE  MPS  AD  PERC  CVM  LS  WLS 

n=20  0.1798  0.0418  0.0427  0.045  0.1701  0.0791  0.0617  0.0516 

n=80  0.0333  0.0119  0.0102  0.012  0.0451  0.0137  0.0137  0.0120 

n=160  0.0166  0.0051  0.0048  0.0057  0.0226  0.0063  0.0063  0.0056 

n=260  0.0098  0.0032  0.0032  0.0036  0.0153  0.004  0.004  0.0036 

Table 5. MRE. 

MRE  MOM  MLE  MPS  AD  PERC  CVM  LS  WLS 
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n=20  0.1288  0.0637  0.0652  0.0665  0.1318  0.2813  0.0766  0.0714 

n=80  0.0578  0.0331  0.0324  0.0340  0.0702  0.0361  0.0361  0.0342 

n=160  0.0415  0.0224  0.0221  0.0238  0.0451  0.025  0.025  0.0238 

n=260  0.0317  0.0183  0.0182  0.0192  0.0398  0.0202  0.0202  0.0192 

The author is working on the n=500 and on the other values of alpha.   

As shown from the tables increasing sample size decreases the SE, AAB, MSE and MRE. The 

methods show comparable results as regards the estimation value no big difference is there among 

them.   

Section 4: 

Some Real Data Analysis: 

The data sets are obtained from the site of OECD which stands for Organization for Economic 

Co‐operation and Development, it provides data about the economy, social events, education, health, 

labor,  and  environment  in  the  countries  involved  in  the  organization.  The  data  is  available 

at   https://stats.oecd.org/index.aspx?DataSetCode=BLI 
First data: (Dwelling Without Basic Facilities) 

These observations measure the percentage of homes in the involved countries that lack essential 

utilities like indoor plumbing, central heating, clean drinking water supplies.   

0.008  0.007  0.002  0.094  0.123  0.023  0.005  0.005  0.057  0.004 

0.005  0.001  0.004  0.035  0.002  0.006  0.064  0.025  0.112  0.118 

0.001  0.259  0.001  0.023  0.009  0.015  0.002  0.003  0.049  0.005 

0.001                   

Second data    : (Quality of Support Network) 

This data set explores how much the person can rely on sources of support like family, friends, 

or community members in time of need and disparate. It is represented as percentage of persons who 

had found social support in times of crises.   

0.98  0.96  0.95  0.94  0.93  0.8  0.82  0.85  0.88  0.89 

0.78  0.92  0.92  0.9  0.96  0.96  0.94  0.77  0.95  0.91 

Third data :    ( Educational Attainment )   

The oservations measure the percentage of population  in the OECD database that completed 

their high level of education like high school or equivalent.   

0.84  0.86  0.8  0.92  0.67  0.59  0.43  0.94  0.82  0.91 

0.91  0.81  0.86  0.76  0.86  0.76  0.85  0.88  0.63  0.89 

0.89  0.94  0.74  0.42  0.81  0.81  0.93  0.55  0.92  0.9 

0.63  0.84  0.89  0.42  0.82  0.92         

Fourth data :    ( Flood Data)   

These are 20 observations  for  the maximum  flood  level  in Susquehanna River at Harrisburg, 

Penssylvania (Dumonceaux & Antle, 1973) .   

0.26  0.27  0.3  0.32  0.32  0.34  0.38  0.38  0.39  0.4 

0.41  0.42  0.42  0.42  045  0.48  0.49  0.61  0.65  0.74 
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Fifth  data  :  (  Time  between  Failures  of    Secondary  Reactor  Pumps)(Maya et al., 2024, 
1999)(Suprawhardana and Prayoto) 

0.216  0.015  0.4082  0.0746  0.0358  0.0199  0.0402  0.0101  0.0605 

0.0954  0.1359  0.0273  0.0491  0.3465  0.007  0.656  0.106  0.0062 

0.4992  0.0614  0.532  0.0347  0.1921         

Analysis  of  above  data  sets  and  how  do  these  sets  fit  the  following  distributions  (unit 

distributions):  Beta,  Topp  Leone,  Unit  Lindely,  Kumaraswamy  distributions  is  conducted  and 

compared with the new distribution (MBUR Distribution). The tools for comparison are: ‐2LL, AIC, 

AIC corrected, BIC, Hannan Quinn Information Criteria (HQIC). Also K‐S test is conducted with its 

value reported and the result of the H0 null hypothesis that assumes the data set follows the tested 

distribution  otherwise  reject  the  null.  The  P  value  for  the  test  is  also  recorded.    Figures  of  the 

empirical CDF (ecdf) and the theoretical CDF of the 5 distributions are illustrated. The values of the 

estimated parameters, their estimated variance and standard errors are reported.   

First data set (Dwellings without basic facilities):   

  Beta  Kumaraswamy  MBUR  Topp‐Leone  Unit‐

Lindley 

theta  𝛼 ൌ 0.5086  𝛼 ൌ 0.6013  2.3519  0.2571  26.1445 

𝛽 ൌ 14.036  𝛽 ൌ 8.5999 

Var  .0323  .6661  .0086  .2424  0.023  0.0021  20.5623 

.6661  22.1589  .2424  9.228 

SE  0.03227  0.01666  0.0272  0.0082  0.8144 

0.8455  0.5456 

AIC  161.5535  163.8979  147.3057  137.593  144.5918 

AIC 

correc 

161.982  164.3265  147.4436  137.7309  144.7297 

BIC  164.4214  166.7659  148.7397  139.027  146.0258 

HQIC  4.2816  4.2851  4.2611  4.2448  4.2567 

NLL  ‐78.7767  ‐79.9489  ‐72.6528  ‐67.7965  ‐71.2959 

K‐S   

Value 

.2052  .1742  .2034  .2818  .3762 

H0  Fail to reject  Fail to reject  Fail to reject  reject  reject 

P‐value  0.1271  0.271  0.1336  0.0114  0.000189 
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Figure 11. shows the eCDF vs. theoretical CDF of the 5 distributions for the 1st data set (Dwellings 

without basic facilities). 

As shown from the analysis, 3 distributions better fit the data than the others; these are Beta, 

Kumaraswamy,  and MBUR  distributions.  This  is  because  the  K‐S  test  failed  to  reject  the  null 

hypothesis, H0, which hypothesized that the data being from the test distribution. MBUR had the 

lowest values of absolute values of NLL, AIC, corrected AIC, BIC, and HQIC values in comparison 

with the values obtained from the Beta and the Kumaraswamy distributions.   

Second data set (Quality of support network):   

  Beta  Kumaraswamy  MBUR  Topp‐Leone  Unit‐

Lindley 

theta  𝛼 ൌ 21.7353  𝛼 ൌ 16.5447  0.3591  71.2975  0.1334 

𝛽 ൌ 2.4061  𝛽 ൌ 2.772 

Var  86.461  9.0379  15.7459  3.2005  0.0008  254.1667  0.00045 

9.0379  1.0646  3.2005  1.0347 

SE  2.079  0.8873  0.0063  3.565  0.0047 

0.231  0.2275 

AIC  64.5056  64.7274  62.0790  60.6796  61.3746 

AIC 

correc 

65.2115  65.4333  62.3012  60.9018  61.5968 

BIC  66.497  66.7188  63.0747  61.6753  62.3703 

HQIC  3.9289  3.9299  3.9224  3.9159  3.9191 
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NLL  ‐30.2528  ‐30.3637  ‐30.0395  ‐29.3398  ‐29.6873 

K‐S   

Value 

.0974  .0995  .1309  .1327  .1057 

H0  Fail to reject  Fail to reject  Fail to reject  Fail to reject  Reject  to 

reject   

P‐

value 

0.9416  0.9513  0.8399  0.4627  0.954 

 

Figure 12. shows the eCDF vs. theoretical CDF of the 5 distributions for the 2nd data set (Quality of 

support network). . 

As shown from the analysis, 5 distributions fit the data well. This is because the K‐S test failed 

to reject the null hypothesis, H0 ,which hypothesized that the data being from the test distribution. 

Topp‐Leone had the lowest values of absolute values of NLL, AIC, corrected AIC, BIC, and HQIC 

values in comparison with the values obtained from the Unit‐Lindley (which is the second next in 

ascending sort of the values) and the MBUR distributions (which is the third next in this ascending 

sort), followed by Beta then Kumaraswamy distributions.(  in other words; ascending sort of the 5 

distributions) 

What is obvious in this analysis is that these metric values of MBUR distribution are comparable 

to  those of Topp‐Leone  and Unit‐Lindley, which denotes  that  the new distribution  (MBUR) had 

accomplished a good job in fitting the data. 

Third data set (Educational Attainment):   

  Beta  Kumaraswamy  MBUR  Topp‐Leone  Unit‐

Lindley 

theta  𝛼 ൌ 6.7222  𝛼 ൌ 6.0746  0.5556  13.4254  0.2905 

𝛽 ൌ 1.8405  𝛽 ൌ 2.1284 
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Var  3.4283  1.0938  1.3854  0.5232  0.0011  5.0067  0.0012 

1.0938  0.416  0.5232  0.3234 

SE  0.3086  0.1962  0.0055  0.373  0.0058 

0.1075  0.0948 

AIC  54.6152  55.5937  52.8713  44.5725  60.9322 

AIC 

correc 

54.9789  55.9573  52.9890  44.6901  61.0498 

BIC  57.7823  58.7607  54.4549  46.1560  62.5157 

HQIC  4.0422  4.0471  4.0384  3.9916  4.0764 

NLL  ‐25.3076  ‐25.7968  ‐25.4357  ‐21.2862  ‐29.4661 

K‐S   

Value 

.1453  .1390  .1468  .2493  .0722 

H0  Fail to reject  Fail to reject  Fail to reject  Reject  Fail  to 

reject   

P‐

value 

0.2055  0.2411  0.1979  0.0062  0.8300 

 

Figure 13. shows the eCDF vs. theoretical CDF of the 5 distributions for the 3rd data set (Educational 

Attainment). 
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As shown from the analysis, 4 distributions fit the data well; all but not Topp‐Leone which failed 

to  fit  the data well.  This  is  because  the K‐S  test  failed  to  reject  the  null  hypothesis, H0  , which 

hypothesized that the data being from the test distribution. MBUR distribution had the lowest values 

of absolute values of NLL, AIC, corrected AIC, BIC, and HQIC values in comparison with the values 

obtained from the Beta, Kumaraswamy and Unit‐Lindley.   

Fourth data set (Flood Data):   

  Beta  Kumaraswamy  MBUR  Topp‐Leone  Unit‐

Lindley 

theta  𝛼 ൌ 6.8318  𝛼 ൌ 3.3777  1.0443  2.2413  1.6268 

𝛽 ൌ 9.2376  𝛽 ൌ 12.0057 

Var  7.22  7.2316  0.3651  2.8825  0.007  0.2512  0.0819 

7.2316  8.0159  2.8825  29.963 

SE  0.6008  0.1351  0.0187  0.1121  0.0639 

0.6331  1.2239 

AIC  32.3671  55.5937  52.8713  44.5725  60.9322 

AIC 

correc 

33.073  30.6524  15.1455  16.985  16.5676 

BIC  34.3586  31.938  15.9191  17.7585  17.3411 

HQIC  3.7154  3.6893  3.456  3.4996  3.4902 

NLL  ‐14.1836  ‐12.9733  ‐6.4617  ‐7.3814  ‐7.1727 

K‐S   

Value 

.2063  .2175  .3202  .3409  .2625 

H0  Fail to reject  Fail to reject  Fail to reject  Reject  Fail  to 

reject   

P‐

value 

0.3174  0.2602  0.0253  0.0141  0.0311 
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Figure 14. shows the eCDF vs. theoretical CDF of the 5 distributions for the 4th data set (Flood Data). 

As shown from the analysis, 4 distributions fit the data well; all but not Topp‐Leone which failed 

to  fit  the data well.  This  is  because  the K‐S  test  failed  to  reject  the  null  hypothesis, H0  , which 

hypothesized that the data being from the test distribution. MBUR distribution had the lowest values 

of absolute values of NLL, AIC, corrected AIC, BIC, and HQIC values in comparison with the values 

obtained from the Beta, Kumaraswamy and Unit‐Lindley 

What is obvious in this analysis is that these metric values of MBUR distribution are comparable 

to those of Topp‐Leone, which denotes that the new distribution (MBUR) had accomplished a good 

job in fitting the data. 

Fifth data set (Time Between Failures of Secondary Reactor Pumps): 
  Beta  Kumaraswamy  MBUR  Topp‐Leone  Unit‐

Lindley 

theta  𝛼 ൌ 0.6307  𝛼 ൌ 0.6766  1.7886  0.4891  4.1495 

𝛽 ൌ 3.2318  𝛽 ൌ 2.936 

Var  0.071  0.2801  0.0198  0.1033  0.018  0.0104  0.5543 

0.2801  1.647  0.1033  0.9135 

SE  0.0555  0.0293  0.0279  0.0213  0.1552 

0.2676  0.1993 

AIC  44.0571  44.6592  41.862  39.5653  31.007 

AIC 

correc 

44.6571  45.2592  42.0525  39.7558  31.1975 

BIC  46.3281  46.9302  42.9975  40.7008  32.1425 
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HQIC  3.8556  3.8598  3.8472  3.8303  3.7549 

NLL  ‐20.0285  ‐20.3296  ‐19.9310  ‐18.7827  ‐14.5035 

K‐S   

Value 

0.1541  0.1393  0.1584  0.1962  0.3274 

H0  Fail to reject  Fail to reject  Fail to reject  Fail to Reject  Reject   

P‐

value 

0.5918  0.7123  0.5575  0.2982  0.0107 

 

Figure 15. shows the eCDF vs. theoretical CDF of the 5 distributions for the 5th data set (Time Between 

Failures of Secondary Reactor Pumps). 

As shown  from  the analysis, 4 distributions  fit  the data well; all but not Unit‐Lindley which 

failed to fit the data well. This is because the K‐S test failed to reject the null hypothesis, H0 , which 

hypothesized that the data being from the test distribution. Topp‐Leone distribution had the lowest 

values of absolute values of NLL, AIC, corrected AIC, BIC, and HQIC values in comparison with the 

values  obtained  from  the MBUR  followed  by  Beta  then  the Kumaraswamy.  (in  other words  in 

ascending sort)       

Conclusion: 

The need for new distribution to fit the data in many field of our life will help the scientists better 

understand the new emerging phenomena in a rapidly changing world and environment. This new 

MBUR  is characterized by one parameter  to be estimated.  It has a well‐defined CDF and a well‐

defined quantile function. It can accommodate wide variety of highly skewed data. The author  is 

working  to  publish  more  properties  of  this  distribution.  I  am  also  working  on  utilizing  this 

distribution to be used in parametric quantile regression models that condition on the median rather 

than conditioning on the mean especially for data exhibiting high skewness. The generalized linear 

model conditioning on the mean can be used to analyze the data that are more or less symmetrical. I 
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am also working on the Median Based Unit Weibull distribution (MBUW) distribution. I will compare 

it with this new MBUR distribution.         

Future work: 

The better  fitting of data  the better  analysis  can be obtained  in many  fields  like  regression, 

survival data analysis, reliability analysis, and time series analysis.   
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