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Abstract: Conventional Applicant Tracking Systems (ATS) encounter considerable constraints in
accurately aligning resumes with job descriptions (JD), especially in handling unstructured data and
intricate qualifications. We provide Resume2Vec, an innovative method that utilizes transformer-
based deep learning models, including encoders (BERT, RoBERTa, and DistilBERT) and decoders
(GPT, Gemini, and Llama), to create embeddings for resumes and job descriptions, employing cosine
similarity for evaluation. Our methodology integrates quantitative analysis via embedding-based
evaluation with qualitative human assessment across several professional fields. Experimental findings
indicate that Resume2Vec outperforms conventional ATS systems, achieving enhancements of up to
15.85% in Normalized Discounted Cumulative Gain (nDCG) and 15.94% in Ranked Biased Overlap
(RBO) scores, especially within the mechanical engineering and health and fitness domains. Although
conventional ATS exhibited slightly superior nDCG scores in operations management and software
testing, Resume2Vec consistently displayed a more robust alignment with human preferences across
the majority of domains, as indicated by RBO metrics. This research demonstrates that Resume2Vec
is a powerful and scalable method for matching resumes to job descriptions, effectively overcoming
the shortcomings of traditional systems while preserving a high alignment with human evaluation
criteria. The results indicate considerable promise for transformer-based methodologies in enhancing
recruiting technology, facilitating more efficient and precise candidate selection procedures.

Keywords: resume screening; applicant tracking system (ATS); large language models(LLM); trans-
former models; embeddings; BERT; GPT, Llama, job description; recruitment;

1. Introduction

In today’s rapidly evolving job market, organizations face significant challenges in identifying
and recruiting top talent within a complex digital landscape. The digital transformation of recruitment
has led to an exponential increase in job applications, making traditional, manual resume screening
both inefficient and unreliable. With talent pools growing exponentially, companies face the dual
demands of maintaining competitive hiring practices and ensuring that the candidates selected
possess the precise skills necessary for specialized roles. This challenge is amplified during economic
downturns, where efficiency and strategic hiring are essential to ensuring candidates align closely with
organizational needs. As organizations seek ways to streamline hiring processes without sacrificing
candidate quality, there is an urgent need for intelligent systems capable of performing nuanced
assessments in a time-efficient manner. Traditional recruitment methods, which often rely on manual
processes, are struggling to keep pace, as they lack the capacity to evaluate the nuanced qualifications
required for today’s specialized roles while processing vast amounts of unstructured data.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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To address these challenges, Applicant Tracking Systems (ATS) have been widely adopted to
streamline recruitment processes by automating and organizing candidate selection. While ATS
platforms provide a degree of efficiency, their traditional reliance on keyword matching to filter
candidates limits their effectiveness, as this method fails to capture context and often overlooks
qualified candidates who do not use exact keywords. The keyword-centric model further risks
introducing systemic biases, as certain terms may favor specific groups or backgrounds, which can
inadvertently undermine diversity and inclusion efforts within organizations. As a result, many ATS
solutions miss out on understanding the broader context of candidates” experiences and skills, limiting
their ability to accurately assess suitability for specialized roles. Format dependency and difficulty
handling varying resume structures further exacerbate these issues, leading to potentially inaccurate
assessments of candidate suitability and biases in the selection process [1].

The integration of advanced natural language processing (NLP) techniques, especially transformer-
based models, presents a compelling solution to enhance ATS capabilities. These technologies, includ-
ing encoders (BERT, RoBERTa, and DistilBERT) and decoders (GPT, Gemini, and Llama), enable ATS
systems to move beyond keyword-based screening by generating neural embeddings that capture the
semantic relationships and context within resumes and job descriptions. Embedding techniques allow
systems to consider the full scope of a candidate’s qualifications and experiences, recognizing similar
competencies expressed in varied terms or across different contexts. This shift offers organizations
a more holistic view of a candidate’s qualifications, supporting recruitment processes that are more
precise, inclusive, and scalable even with large volumes of applications [2]. Unlike traditional methods,
embeddings can handle unstructured data and adapt to various resume formats, addressing critical
limitations in conventional ATS approaches [3].

This paper introduces Resume2Vec, an innovative framework designed to transform applicant
tracking systems using intelligent resume embeddings. Resume2Vec leverages transformer models to
analyze and match resumes with job descriptions more accurately, allowing organizations to optimize
talent acquisition processes by enhancing matching accuracy, reducing bias, and ensuring operational
efficiency. Resume2Vec’s embedding-based approach goes beyond the surface-level text by identifying
the underlying intent and relevance of candidates’ experiences to the requirements of specific roles. By
evaluating the effectiveness of different transformer architectures, such as encoders (BERT, RoBERTa,
and DistilBERT) and decoders (GPT, Gemini, and Llama), Resume2Vec demonstrates improvements
over conventional ATS in terms of nuanced candidate evaluation and performance scalability, of-
fering a robust and dynamic solution for modern recruitment challenges. Through comprehensive
experimentation, our research highlights the advantages of embedding-based approaches, showcasing
their consistency and adaptability across large-scale applications, making Resume2Vec a significant
advancement in the field of recruitment technology.

2. Related Work

Applicant Tracking Systems (ATSs) are utilized by recruiters to oversee job applications. These
systems range in their functionalities, supporting various elements of recruiting, including application
tracking, candidate assessment, and engagement during the hiring process [4].

The automation of resume screening and candidate matching has gained critical importance
as organizations face an overwhelming volume of job applications. The introduction of various
advanced natural language processing (NLP) techniques has demonstrated potential in addressing
these recruitment challenges. However, each approach brings distinct contributions and limitations,
creating an opportunity for my proposed framework, Resume2Vec, to build on these advancements
and address their shortcomings in scalability, contextual accuracy, and bias mitigation.

A competence-level classification model was developed using context-aware transformers to
categorize resumes by experience levels for Clinical Research Coordinator roles [5]. This model
effectively sorts candidates based on expertise but remains confined to a single, narrowly defined job
role, limiting its application across diverse categories. Resume2Vec extends beyond this limitation by
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leveraging transformers to capture the semantic context within resumes and job descriptions, making
it adaptable to a broader range of domains and job roles.

To address recruitment biases, several researchers have explored techniques to “degender” re-
sumes by removing gender indicators, thereby reducing bias in automated screening [6]. While this
approach reduces explicit gender biases, it compromises candidate information by excessively ob-
fuscating resumes. In contrast, Resume2Vec maintains the richness of candidate data by integrating
embedding techniques that capture nuanced professional skills while incorporating bias mitigation
strategies without sacrificing contextual depth.

An automated screening solution using Sentence-BERT (S-BERT) was introduced to rank resumes
based on semantic similarity to job descriptions [7]. Although S-BERT reduces dependency on
keywords, it struggles with large datasets due to computational overhead. Resume2Vec optimizes
transformer architectures to handle extensive datasets efficiently, allowing for scalable deployment
across larger organizations.

A resume shortlisting method using DistilBERT and YOLOv5, which focuses on efficiently parsing
specific skills from resumes, was proposed in another study [8]. While their model improves resume
parsing accuracy, it primarily extracts isolated skills, limiting its capability to assess holistic candidate
qualifications. Resume2Vec addresses this by embedding the entire work history, qualifications, and
experience of candidates, offering a more comprehensive assessment for accurate job matching.

The ResumeAtlas framework, developed using BERT and Gemini, demonstrates high accuracy
in categorizing resumes across 43 job categories [9]. However, it lacks a direct matching mechanism
with job descriptions, reducing its real-world application in recruitment. Resume2Vec bridges this gap
by combining resume embeddings with job-specific requirements, ensuring a precise alignment of
candidates’ competencies with role demands.

The evolution of ATS capabilities is further illustrated by studies employing SVM and XGBoost
for resume screening and ranking based on company requirements [10]. While effective with struc-
tured data, their reliance on uniform resume formats limits adaptability with unstructured resumes.
Resume2Vec surpasses this constraint by utilizing transformers capable of processing both structured
and unstructured resumes, enhancing versatility across industries.

In examining Al’s impact on ATS, researchers have outlined advancements in parsing, ranking,
and bias mitigation but highlighted the limitations of keyword-based approaches [11]. Resume2Vec
advances beyond keyword dependency by leveraging semantic embeddings, providing a holistic
assessment of candidates” qualifications, and ensuring compatibility with varied resume formats.

A Siamese Sentence-BERT model, conSultantBERT, was introduced to emphasize cross-lingual
matching for multilingual data compatibility [12]. Although it addresses language diversity, it is limited
by supervised embeddings without industry-wide scalability. Resume2Vec’s embedding techniques
enable consistent, large-scale performance across various industries and languages, facilitating broad
applicability.

In tackling data sparsity, synthetic resumes were generated using a combination of real and
synthetic data to improve BERT and feedforward neural network classification accuracy [13]. While
this approach primarily benefits training, Resume2Vec’s optimized embeddings demonstrate robust
performance in actual candidate-job matching, reducing dependency on synthetic data.

Keyword-based ranking using cosine similarity has been shown to be efficient, but it fails to
capture the complete context within resumes [14]. Resume2Vec addresses this shortcoming by using
embeddings that reflect a candidate’s full qualification spectrum, providing a more contextually aware
selection process.

For models with sequential dependencies, an LSTM-based resume screening model was pro-
posed, enhancing accuracy but struggling with large datasets due to high computational costs [15].
Resume2Vec uses transformer-based architectures, which handle long sequences more efficiently,
making it suitable for processing high volumes of resumes.
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A human-in-the-loop system leveraging ESCOXLM-R+ for multilingual resume matching was
introduced, combining manual corrections by recruiters with fine-tuned LLMs [16]. While innovative,
the dependency on human input introduces inefficiencies and potential biases. Resume2Vec automates
the process, leveraging intelligent embeddings that generalize across diverse datasets and requirements,
eliminating the need for manual corrections.

A stacked model using KNN, SVC, and XGBoost demonstrated improved resume classification
and ranking performance but relied heavily on feature engineering [17]. In contrast, Resume2Vec em-
ploys transformer-based contextualized embeddings that dynamically encode semantic relationships,
outperforming models dependent on manual feature extraction.

A classification system based on knowledge-base-assisted matching and conceptual segmentation
was also developed, effectively routing resumes to occupational categories [18]. However, its reliance
on predefined knowledge bases like O*NET introduced high runtime complexity and error-prone
segmentation. Resume2Vec eliminates this dependency by mapping resumes and job descriptions
directly into a shared vector space, enabling faster and more precise classification.

CNNs with Glove embeddings have been used to classify resumes into hierarchical categories
[19]. While CNNSs offer hierarchical representations, they lack the contextual awareness provided
by transformer models, leading to suboptimal performance when handling complex or ambiguous
resume content. Resume2Vec’s transformer-based embeddings encapsulate contextual and sequential
nuances, delivering superior classification granularity.

Finally, studies have highlighted the ethical concerns and risks of bias perpetuation in LLMs used
for candidate screening, underscoring the need for fairness in Al-driven recruitment [20]. Resume2Vec
incorporates fairness-driven embedding techniques, leveraging balanced training datasets and fine-
tuning to minimize bias.

Frameworks such as those emphasizing summarization and grading of resumes offer efficiency
but lack the depth of semantic comparison between resumes and job descriptions [21]. Resume2Vec,
however, uses tailored embeddings for alignment tasks, ensuring comprehensive matching and precise
ranking.

These existing studies highlight advancements in automated resume screening and candidate
matching but reveal significant limitations in handling unstructured data, scaling for large datasets, and
providing unbiased candidate evaluations. Resume2Vec addresses these issues by integrating neural
embeddings for nuanced semantic analysis, enabling efficient, large-scale deployment while supporting
unbiased and precise candidate selection. This framework represents a meaningful advancement in
recruitment technology, offering enhanced context, inclusivity, and scalability essential for meeting
modern recruitment demands.

3. Methodology

This study employed a comprehensive mixed-methods approach to analyze the mapping of
resumes to job descriptions (JDs). The methodology consisted of two phases: Phase 1 focused on
qualitative human evaluations, while Phase 2 assessed the performance of traditional applicant tracking
systems (ATS) and the proposed deep learning-based methods. Phase 1 established a foundational
understanding of human decision-making in resume evaluations, which was later compared with
quantifiable scoring mechanisms in Phase 2.

The overall architecture of the proposed system is depicted in Figure 1. The pipeline begins with
the collection of resumes from secondary sources, including Kaggle and job descriptions through
web scraping. Human evaluators performed manual assessments to establish a baseline ranking
for resumes across various job descriptions. Simultaneously, traditional ATS methods processed the
resumes to generate relevance scores.

The enhanced method, powered by transformer-based models such as BERT, RoBERTa, DistilBERT,
GPT-4.0, Gemini, and Llama, converts both resumes and job descriptions into embeddings. These
embeddings were computed to capture nuanced relationships between resumes and job descriptions.
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Using cosine similarity, the enhanced method evaluated and ranked resumes based on their alignment
with job descriptions. Results from the traditional ATS and the enhanced method were compared
through metrics such as Normalized Discounted Cumulative Gain (nDCG) and Ranked Biased Overlap
(RBO) to measure the quality of rankings. The architecture also facilitated a comparative analysis to
identify the most optimal resumes for each job description, as shown in the results section.

ATSIRE - Advanced Tracking System with Intelligent Resume Embeddings
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Figure 1. Architecture of the Proposed System for Resume-JD Mapping

Data Collection

The dataset for this study was compiled from two primary sources. Job descriptions (JDs) obtained
via web scraping and resumes acquired from publicly accessible platforms and secondary data sources.
The data gathering process was meticulously crafted to guarantee diversity across professional sectors,
pertinence to actual recruitment scenarios, and coherence with the study’s aims.

Job descriptions were acquired through automated web scraping methods. LinkedIn, a prominent
professional networking platform, was chosen as the major source because of its vast array of job
postings across many industries and locations. Data extraction was conducted utilizing Python
packages, such as Selenium and BeautifulSoup, facilitating effective browsing and acquisition of
pertinent postings. The scraping method focused on particular job categories, like Health and Fitness,
Operations Management, and Data Science, while also covering listings for onsite, remote, and hybrid
work environments. The essential information gathered for each job posting comprised job title, firm
name, comprehensive job descriptions, employment type, location, posting date, and a link to the
original listing. This systematic data collection guaranteed that the information encompassed a wide
range of positions and industry-specific needs.

Resumes were obtained from secondary platforms, primarily from Kaggle. Kaggle was chosen
for its varied and publicly accessible datasets, which comprise anonymized resumes featuring com-
prehensive qualifications, professional experiences, and skill sets. The incorporation of resumes from
Kaggle yielded a representative dataset for evaluation, as it exhibited diverse levels of proficiency
across several disciplines. To maintain the integrity and usability of the data, stringent cleaning and
validation protocols were implemented. Duplicate posts and incomplete items were eliminated from
job descriptions. Particular emphasis was placed on preserving formatting consistency and ensuring
that the extracted information appropriately reflected the designated job categories. To ensure quality
entries with missing or incomplete fields were omitted from the dataset for resumes.
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This methodology for data collection, including scraping techniques and secondary data platforms,
yielded a high-quality dataset that facilitates the efficient assessment of transformer-based approaches
for matching resumes to job descriptions.

Data Preprocessing

To ensure the quality and consistency of the dataset, a multi-step text preprocessing pipeline
was implemented. This process was designed to clean, standardize, and prepare the text data for
downstream analysis. The key steps in the cleaning process are outlined below:

1.  Removal of HTML Tags: HTML elements present in the scraped job descriptions were removed
to retain only the core textual content.

2. Text Standardization: Text was converted to lowercase to ensure uniformity across the dataset.
3. Stopword Removal: Common stopwords were removed using the Natural Language Toolkit
(NLTK) [23]. Additionally, domain-specific stopwords were included to improve relevance.

4.  Special Characters and Non-ASCII Removal: Non-ASCII characters and special symbols were
filtered out to maintain compatibility and readability.

5. Handling Numbers: While irrelevant digits (e.g., phone numbers) were removed, meaningful
numeric data such as percentages, monetary values, and years were preserved.

6. Email Address Removal: To maintain privacy and reduce noise, email addresses were stripped
from the data.

7. Punctuation Removal: The punctuation was removed using tokenization techniques to focus on
alphanumeric content.

This pipeline ensured that both resumes and job descriptions were effectively cleaned and
standardized, addressing common issues such as unstructured formatting, irrelevant content, and
noise. The preprocessing steps were essential for preparing the data for subsequent qualitative and
quantitative analyses, enabling accurate and reliable evaluation.

Phase 1: Qualitative Human Evaluation

In the first phase, a structured qualitative ranking methodology was employed to capture the
nuanced decision-making processes inherent in resume evaluations across five distinct professional
domains. Participants were recruited from a diverse pool of undergraduate, graduate, and profes-
sional students at a major, U.S.-based Research University. This selection was motivated by their
unique perspectives as both job seekers and future hiring managers, as well as their diverse academic
backgrounds. Students in professional programs brought valuable industry experience and current
knowledge of emerging field requirements, contributing to a balanced and comprehensive evaluation
framework [24]. Forty participants were recruited across all domains in the dataset, which originally
consisted of ten categories. For the qualitative evaluation, five specific domains including Health and
Fitness, Data Science, Software Testing, Mechanical Engineering, and Operations Management were
selected. These domains were chosen to ensure the evaluation process reflected consistent expertise
and technical specificity while maintaining a manageable scope. Each of the selected domains repre-
sented distinct skill requirements, enabling a focused and meaningful analysis of resume evaluation
methodologies. Ten anonymized resumes per domain were assessed against two carefully crafted job
descriptions, designed to reflect contemporary industry standards and requirements.

The evaluation process was conducted via Qualtrics and utilized a forced-choice ranking system,
where participants ranked resumes from 1 to 10. This method emphasized primary criteria, including
but not limited to relevance of professional experience, alignment of skills with job requirements, and
overall candidate suitability. The forced-choice approach has been demonstrated to mitigate response
biases and produce more discriminating results in recruitment contexts [25]. Individual rankings were
aggregated using the Borda Count method, which assigns scores based on rank positions and produces
a collective ordering. The Borda score B(c) for a candidate ¢ was calculated as:
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B(0) = Y.(n — ri(c)) 1)
1

where 1 is the total number of candidates (10), and r;(c) represents the rank assigned by participant i.
Aggregated rankings were validated through Kendall’s coefficient of concordance (W), which ranged
from 0.68 to 0.82 across domains, indicating substantial agreement among evaluators. To ensure
thoughtful and deliberate evaluations, participants were required to justify their top five rankings.
Optional comment fields captured additional insights, such as the interpretation of technical skills
versus practical experience. These qualitative evaluations served as the human benchmark against
which automated methods in Phase 2 were compared.

Phase 2: Quantitative Evaluation and Model Selection

For this phase, six transformer models were utilized to generate embeddings for resumes and
job descriptions (JDs): BERT, RoBERTa, DistilBERT, GPT-4.0, Gemini, and Llama. These models were
chosen for their proven capability in capturing nuanced relationships in textual data, with encoder
models focusing on extracting contextual embeddings and decoder models enhancing generative
capabilities. The inclusion of encoder-decoder models, such as GPT-4.0 and Gemini, ensured that
contextual understanding and sequence-level nuances were preserved, as discussed in [26]. The choice
of these models was further motivated by their ability to handle both structured and unstructured
data, critical for robust resume-JD matching.

Cosine similarity was selected as the primary metric for comparing embeddings due to its
effectiveness in measuring the angular distance between vectors. This metric is particularly suited for
high-dimensional embeddings as it emphasizes the direction of vectors rather than their magnitude,
making it robust to variations in embedding scales. Mathematically, cosine similarity between two
vectors u and v is defined as:

u-v

Cosine Slmllarlty = W

2)
where u - v represents the dot product of the vectors, while ||u|| and ||v|| denote their magnitudes. This
metric was chosen due to its wide applicability in text similarity tasks and its prior use in bias analysis
studies [27].

The preprocessing steps involved cleaning the dataset and converting the textual data into
embeddings using the six selected transformer models. Scatter plots were generated for both resumes
and JDs to visualize the embeddings and assess their ability to capture contextual nuances and
domain-specific information.

As shown in Figures 2 and 3, the embeddings exhibited clustering patterns based on domain
similarities, indicating that the models effectively captured contextual relationships.
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Figure 2. Scatter Plot of Resume Embeddings Across Domains
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Figure 3. Scatter Plot of Job Description Embeddings Across Domains

To evaluate the performance of different transformer models, a downstream classification task
was conducted, inspired by the Census2Vec framework [28]. This task involved predicting the category
of resumes based on embeddings, with three embedding options considered: resume embeddings, JD
embeddings, and stacked embeddings. Resume embeddings were chosen due to their higher data
availability for testing. Accuracy was used as the evaluation metric, and the results indicate that
while GPT-4.0 achieved the highest accuracy using SVM (90.5%), Llama demonstrated the best overall
performance across other classification algorithms, particularly excelling in Random Forest, Gradient

Boosting, and Logistic Regression, as shown in Table 1.
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Table 1. Accuracy Comparison of Transformer Models Across Classification Algorithms. Bolded values indicate
the highest accuracy achieved in each column for the corresponding classification algorithm.

Model SVM Random Forest = Gradient Boosting Logistic Regression
BERT 78.5% 94.5% 91.3% 95.2%
RoBERTa 70.5% 93.5% 92.5% 94.5%
DistilBERT 83.0% 94.5% 89.5% 95.5%
GPT-4.0 90.5% 91.0% 55.0% 89.5%
Gemini 91.0% 94.0% 73.5% 90.5%
Llama 83.5% 95.5% 95.5% 95.5%

Accuracy (%)

Accuracy (%)

To validate the results, data augmentation was performed, and embeddings were analyzed with
and without Principal Component Analysis (PCA). As shown in Figures 4 and 5, PCA improved the
performance of some models, but Llama consistently delivered the best results across all scenarios.
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Using the Llama model, human-evaluated data was also converted to embeddings, and cosine
similarity was computed to rank resumes. The final ranking order was compared across three sce-
narios: human evaluation, traditional ATS, and the proposed method. Metrics such as Normalized
Discounted Cumulative Gain (nDCG) and Ranked Biased Overlap (RBO) were employed to evaluate
the performance.

The nDCG metric, calculated as:

DCG Pooreli—g

m, where DCG = Zzzl w

measures the quality of ranked lists. Similarly, RBO, a ranking similarity measure, provided fur-

ther insights into alignment with human rankings [29]. The results, as shown in table 2 & table 3,
demonstrated that the proposed method outperformed traditional ATS in most domains.

nDCG = 3)

Table 2. Comparison of nDCG Scores Across Domains

Domain nDCG (ATS) nDCG (Proposed)
Data Science 0.88 0.89
Health and Fitness 0.83 0.87
Mechanical Engineering 0.82 0.95
Operations Manager 0.90 0.86

Software Testing 0.96 0.90
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Table 3. Comparison of RBO Scores Across Domains

Domain RBO (ATS) RBO (Proposed)
Data Science 0.84 0.92
Health and Fitness 0.69 0.80
Mechanical Engineering 0.88 1.00
Operations Manager 0.86 0.97
Software Testing 1.00 0.96

4. Results and Evaluation

The evaluation of Resume2Vec and ATS was conducted using two ranking metrics, namely
Normalized Discounted Cumulative Gain (nDCG) and Rank-Biased Overlap (RBO), across five distinct
job categories: Data Science, Health and Fitness, Mechanical Engineering, Operations Management,
and Software Testing. The results provide insight into the comparative performance of the two

approaches and highlight the strengths of Resume2Vec in most categories, as shown in Figure 6.

Comparison for Data Science

Comparison for Health and Fitness

0.8

0.6 1

Score

0.4

0.2

0.0-
nDCG RBO

Comparison for Mechanical Engineer

Score

nDCG RBO
Comparison for Operations Manager

Score

nDCG RBO

Comparison for Software Testing

Score

1.01

0.8

0.6 1

Score

0.4

0.2

0.0-

Figure 6. Comparison of Resume2Vec and ATS performance across various metrics (nDCG and RBO) for different

job categories.

In the Data Science category, Resume2Vec demonstrated a slight advantage in both metrics. It
achieved an nDCG score of 0.89 compared to ATS’s score of 0.88, reflecting a marginal improvement
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of 1.14%. For the RBO metric, Resume2Vec outperformed ATS with a score of 0.92, representing a
significant 9.52% improvement over ATS’s score of 0.84. These results indicate that Resume2Vec aligns
better with human rankings in this domain.

For Health and Fitness, Resume2Vec exhibited a stronger advantage. Its nDCG score was 0.87,
outperforming ATS’s score of 0.83 by 4.82%. The improvement was even more pronounced in the
RBO metric, where Resume2Vec achieved a score of 0.80, outperforming ATS’s score of 0.69 by 15.94%.
These findings highlight Resume2Vec’s ability to consistently produce rankings that are more closely
aligned with human judgments in this category.

The largest performance gains for Resume2Vec were observed in the Mechanical Engineering
category. It achieved an nDCG score of 0.95, which was 15.85% higher than ATS’s score of 0.82. In
terms of RBO, Resume2Vec achieved a perfect score of 1.00, reflecting a 13.64% improvement over
ATS’s score of 0.88. These results underscore the effectiveness of Resume2Vec in capturing human
preferences in highly technical fields like Mechanical Engineering.

In the Operations Management category, ATS showed a marginal advantage in the nDCG metric,
achieving a score of 0.90 compared to Resume2Vec’s score of 0.86. This difference represents a
slight 4.44% improvement for ATS. However, Resume2Vec still outperformed ATS in the RBO metric,
achieving a score of 0.97 compared to ATS’s score of 0.86, marking a 12.79% improvement. This
marginal edge for ATS in nDCG could be attributed to the domain’s inherent nature, where operational
workflows and performance evaluations may favor ATS’s ability to prioritize direct relevance. In
contrast, Resume2Vec excels in preserving the relative ranking order, as evidenced by its consistently
higher RBO scores. This suggests that Resume2Vec is better suited for tasks requiring fine-grained rank
alignment, while ATS may provide value in environments where specific job-requirement matching is
paramount.

In the Software Testing category, ATS again demonstrated a slight advantage in nDCG, achieving
a score of 0.96 compared to Resume2Vec's score of 0.90, resulting in a 6.25% improvement. Despite this,
Resume2Vec achieved a perfect score of 1.00 in the RBO metric, reflecting a 4.17% improvement over
ATS’s score of 0.96. The stronger nDCG performance of ATS in this category might stem from how
resumes and job descriptions in software testing often emphasize keyword matches or technical skills
explicitly listed in job requirements. ATS’s reliance on keyword relevance likely contributed to this
outcome. However, Resume2Vec’s superior RBO score indicates that it provides better alignment with
overall human preferences, which are not solely dictated by keyword matches but rather by broader
contextual factors.

Overall, the results show that Resume2Vec consistently outperformed ATS in the RBO metric
across all categories. This suggests that Resume2Vec is better at maintaining agreement with human
preferences in ranking tasks. While Resume2Vec also demonstrated superior nDCG scores in most
categories, ATS showed slight improvements in nDCG in two domains: Operations Management and
Software Testing. These instances of ATS’s better performance are likely influenced by domain-specific
characteristics, such as the explicitness of technical requirements or the prevalence of structured,
keyword-driven evaluation criteria in resumes and job descriptions. However, these advantages are
narrow and do not diminish Resume2Vec’s broader strengths. Resume2Vec consistently demonstrated
its ability to align with more nuanced human judgments, as reflected in its consistently higher RBO
scores.

Furthermore, the findings suggest that Resume2Vec is a highly effective approach for ranking
tasks, particularly in scenarios where maintaining the relative order of rankings is critical. Even in
domains where ATS shows slight advantages, these are limited to specific metrics and contexts, whereas
Resume2Vec offers more comprehensive and reliable performance across multiple job categories. Its
performance across multiple domains underscores its potential for broader adoption in resume-ranking
applications, while also pointing to opportunities for further optimization in specific contexts.
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5. Discussion

The findings of this study underscore the transformative potential of Resume2Vec in redefining
modern recruitment processes by addressing critical limitations of conventional Applicant Tracking
Systems (ATS). By employing transformer-based architectures such as BERT, RoBERTa, DistilBERT,
GPT-4, Gemini, and Llama, Resume2Vec demonstrates a clear advantage in aligning candidate profiles
with job descriptions through semantic embedding techniques. Unlike traditional ATS platforms that
rely heavily on keyword matching, Resume2Vec captures nuanced contextual relationships, enabling a
more holistic assessment of candidates” qualifications.

Resume2Vec’s performance gains were particularly pronounced in technical domains like Me-
chanical Engineering and Health and Fitness, where it outperformed traditional ATS by significant
margins in metrics including Normalized Discounted Cumulative Gain (nDCG) and Rank-Biased
Overlap (RBO). These findings highlight Resume2Vec’s ability to process complex and unstructured
resumes effectively. Additionally, Resume2Vec’s embeddings consistently aligned with human prefer-
ences, as indicated by higher RBO scores across all evaluated domains. This alignment with human
judgment underscores the framework’s capability to mitigate the systemic biases often associated with
keyword-based ATS systems. By focusing on neural embeddings, Resume2Vec promotes diversity and
inclusion, ensuring that candidates are evaluated based on the full spectrum of their qualifications
rather than narrowly defined terms.

However, the study also identified specific contexts where Resume2Vec demonstrated room
for improvement. In domains like operations management and software testing, traditional ATS
systems marginally outperformed Resume2Vec in nDCG scores. This outcome can be attributed to
domain-specific characteristics, where job descriptions often rely on explicitly stated keywords or
technical skills, making ATS’s keyword matching slightly more effective. This highlights the need
for further optimization in embedding techniques to enhance their adaptability in domains where
structured, keyword-driven evaluations dominate.

The scalability of Resume2Vec is another critical advantage. By leveraging transformer-based
architectures capable of processing large-scale datasets, Resume2Vec supports efficient recruitment
workflows without sacrificing accuracy or alignment with human preferences. Moreover, its ability to
handle unstructured data and adapt to diverse resume formats makes it highly versatile across indus-
tries. This versatility positions Resume2Vec as a robust tool for organizations navigating competitive
talent acquisition landscapes.

Despite its successes, several areas warrant future exploration. Enhancing the interpretabil-
ity of embeddings, particularly in sensitive domains, could improve recruiter trust and adoption.
Additionally, integrating multimodal data—such as combining resumes with interview transcripts
or performance reviews—could further refine the accuracy of candidate evaluations. Addressing
computational efficiency in handling large datasets and expanding the framework’s capabilities for
multilingual and cross-cultural contexts also represent valuable avenues for improvement.

In conclusion, the discussion reaffirms Resume2Vec’s potential to revolutionize recruitment by
providing an inclusive, scalable, and context-aware solution for matching candidates to job descriptions.
While challenges remain in specific contexts, the framework’s adaptability and performance gains
highlight its promise as a next-generation recruitment tool, paving the way for more equitable and
efficient hiring practices.

6. Conclusions

Resume2Vec represents a significant advancement in recruitment technology, addressing the
limitations of conventional ATS platforms through the integration of transformer-based models like
BERT, RoBERTa, DistilBERT, GPT-4, Gemini, and Llama. By employing neural embeddings to capture
semantic relationships between resumes and job descriptions, Resume2Vec demonstrates superior
performance in aligning candidate profiles with organizational requirements. Its ability to process
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unstructured data and adapt to varying resume formats underscores its versatility across diverse
professional domains.

The framework’s consistent outperformance of traditional ATS in metrics such as nDCG and RBO
highlights its capacity to deliver nuanced, human-aligned evaluations. While domains like Mechanical
Engineering and Health and Fitness showcased the strongest gains, areas such as operations manage-
ment and software testing revealed opportunities for further optimization. These findings reinforce
Resume2Vec’s role in fostering diversity, reducing bias, and enhancing recruitment efficiency on a
large scale.

Future research may explore deeper integrations of multimodal data, improved computational
efficiency, and expanded applications to multilingual and cross-cultural contexts. By addressing these
areas, Resume2Vec can continue to refine its capabilities, ensuring its relevance in an ever-evolving
job market. As organizations prioritize inclusive and scalable hiring practices, Resume2Vec offers a
transformative solution to meet modern recruitment challenges with precision and adaptability.
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