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Abstract

As learning settings become more intermediated by algorithm-based platform, a new “invisible
curriculum” takes shape that organizes the cognitive and affective substrates of Generation Z. This
paper examines the way in which the embedded logic of these platforms (that is, the way they are
designed to be quantified, to predictively recommend, and to engage) shapes attention, motivation
and psychosocial well-being. Drawing on educational psychology and platform studies, we apply a
mixed-method approach that combines critical architectural analysis, survey data (n=XXX), and semi-
structured interviews (n=XX), with interpretation through the conceptual perspectives of attentional
economics and digital nudge theory. Results suggest that algorithmic curation sustains short-cycle
attention and prioritises fast interaction over slow consumption, cultivating motivational states that
are attentive to notifications and micro-feedback loops. Adaptive elements can tailor learning
experiences, but also promote compulsive checking, emotional volatility, and a decrease in intrinsic
motivation for lengthy undertakings underscoring a fundamental tension between platform
effectiveness and cognitive health. They go on to say that “platform logics” infuse educational
institutions as a force that impacts them systemically. The talk will make the case for, and present
specific design principles and policy mechanisms for, healthier, learner-centred digital ecosystems
that re-enable agency of the algorithmic learner.

Keywords: algorithmic learning; attentional economics; digital pedagogy; educational design;
Gen-Z; platform logic

1. Introduction

1.1. The New Learning Ecology

The infrastructure of education has shifted dramatically and irreversibly. For Generation Z,
born roughly between the mid-1990s and early 2010s, education is no longer a process that takes
place primarily within physical and temporal confines of a classroom. It has moved, grown, and
become deeply embedded in an immense, 24/7 digital environment. This is a move that signals a
fundamental shift in paradigm: from a model of classroom-based teaching to a model of platform-
based learning. Where education was once regimented by bells, the covers of textbooks, and a
teacher’s selected syllabus, it is now regimented by the infinite scroll of TikTok, the notification alerts
of Discord servers dedicated to homework help, the gamified progress bars of language-learning
apps, and the algorithmically assembled video essays that are some of the most popular content on
YouTube’s recommended feed. For these learners, the smartphone isn’t simply a tool, it is a primary
means of access to information, a key conduit for social engagement, and a method of expression
through which learners view and define themselves and from which academic, social, and personal
aspects of their lives flow seamlessly into a unified digital experience.

This is the first generation to live in an era in which they are truly “always connected,” having
never experienced a time before the internet was ubiquitous. Their cognitive and social development
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has happened alongside the proliferation of social media, on-demand entertainment and
omnipresent mobile computing. As a result, digital platforms have risen to prominence as the
primary channels for accessing information, communicating and participating in culture. These
platforms whether social media (Instagram, TikTok, Snapchat), communication networks (Discord,
WhatsApp), entertainment destinations (YouTube, Twitch), or educational technologies (Duolingo,
Quizlet and Learning Management Systems, such as Canvas or Moodle) are not simply about
delivering content. They actively define the experience of the content through particular design
elements and the underlying business models. The classroom, though still a place for formal
teaching, is now competing in an attention economy that is far more powerful and personalized. In
this emerging ecology of learning, the most compelling pedagogical agents may no longer be human
teachers, but rather the invisible infrastructures of the platforms that monopolize hours of daily
participation. To understand learning for Gen-Z, then, is to move our analytical gaze away from the
individual learner’s psychology and toward the interplay of the learner and the digitally designed
environments they inhabit.

1.2. Beyond "Digital Natives”: A Critical Gap

For nearly 20 years, the dominant lens through which the media have viewed young people’s
relationship with technology has been the “digital native” narrative and Marc Prensky the chief
promulgator of that narrative. This phrase denotes a presumed inherent familiarity with digital tools
that borders on being generational, making Gen-Z users implicitly competent technology users.
Rhetorically effective in encouraging educational modernization, this metaphor has become not only
anachronistic, but dangerously misleading. It's under the company’s “fluency” claim that we find a
natural talent obscuring a critical truth: being able to use an interface isn’t the same as having a critical
understanding of the forces that shape the interface. A teenager may have the ability to juggle several
apps at the same time, but that doesn’t mean they’'re aware of how those apps are designed to make
them check notifications, or how the algorithmic feeds of those apps are shaping their view of the
world, or how the systems of rewards they have are redefining what motivates them. The digital
native model engenders an illusion of control and understanding of the medium that masks the
extent to which user behaviour is choreographed, nudged, and conditioned by platform design.

The real gap in current educational research is not a dearth of studies of technology use, but
rather an absence of rigorous examination of technology’s impact as a spatial and psychological
instrument. Much of the educational technology and psychology literature has been concerned with
outcome measurement (do students using tablets score higher on tests? Does gamification increase
task completion? ) somewhat neglectful of the mechanism and the cognitive consequences behind it.
This neglect parallels what the philosopher of technology Langdon Winner has described as
"technological somnambulism" an unthinking embrace of instruments without consideration of their
politics and power relations. We have studied learners on platforms but less rigorously have studied
learners of platforms i.e., how the very logic encoded in these platforms becomes an internalized
curriculum, shaping cognitive habits, emotional responses and patterns of behaviour. To get beyond
the digital native myth is to understand that Gen-Z isn't simply using technology; they're being
shaped by it in ways that are systematic, predictable, and hugely consequential for how they pay
attention, get motivated, and feel about their own wellbeing. The pressing question is no longer
whether they are fluent, but what this fluency is shaping them to be.

1.3. Defining "Platform Logic”

But what we need to explain this conditioning is a much more refined theoretical tool. This article
introduces and uses the idea of “platform logic.” This is a distinctive combination of operational logic,
business imperatives, and software architecture that underpins and propels large-scale digital
platforms. It is the grammar behind user experience which permeates through all different types of
apps and services. Platform logic consists of four core and tightly linked elements:
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First, quantification and datafication: All day long we are quantifying every move we make,
from swiping to pausing to clicking on-screen. Academics and politicians are learning, people are
socializing, and entertainment consumers are following quantified streams of engagement metrics
such as likes, shares, watch time, completion rates, follower counts. It turns qualitative human
experience into behavioral data points to be aggregated and mined.

Second, predictive personalization: Platforms use machine learning algorithms to process user
data and develop predictive models of personal preferences. The aim is to provide content, be it a
viral video, a news story, or an advertisement, that has the highest chance of further engagement,
resulting in a feedback loop where the platform acquires knowledge from the user to serve (and
shape) their preferences.

Third, engagement-maximization: The key to any platform’s economics is how much time it
keeps users’ eyes glued to their screens. Every single design choice serves this purpose. This is done
with features such as infinite scroll (eliminating natural stopping points), variable reward notification
systems (using the psychological appeal of unpredictable rewards), and algorithmic feeds that elevate
content that is more likely to create strong emotional responses or longer viewings.

Fourth, all these pillars are underpinned by economic incentives: the attention economy (the
commodity sold is human attention), data harvesting (where behavioural data is extracted for value
and to feed into advertising), and user retention (the need to hold users within the platform’s
ecosystem to complete that cycle). You see this logic in some widely used features: the "pull-to-
refresh" mechanic that looks like a slot machine lever; the autoplay function that strips user agency;
the strategic use of red notification badges; and the gamification mechanics (streaks, badges,
leaderboards) that convert activity into game-like progress. Crucially, this rationale is not
happenstance, but the product of huge resources applied in behavioural psychology and A/B testing.
A Gen-Z learner opening an app for social connection or light entertainment is thus always in the
midst of a faint, yet potent drill in cognitive and emotional norms imposed by platform logic.

1.4. Thesis: The Emergence of the " Algorithmic Learner”

Out of this confluence emerges a new educational subject: a generation raised in a platform-
saturated environment, exposed to a ubiquitous and compelling architectural logic, and itself
working as a platform. The key argument of the article is that we are seeing the emergence of the
"algorithmic learner." This framework asserts that Gen-Z’s fundamental learning behaviours how
it pays attention, what motivates it, and how it defines what it calls academic wellness  are not just
subtly altered by technology but actively co-created through ongoing engagement with platform
architectures. The algorithmic learner is not the passive effect of platform effects, it is a responsive
effect, whose cognition and affectual sensibility are continuously shaped in feedback processes with
digital environments. In a way, “their mind is trained by the feed.”

This is a ‘separate place’ in the history of education. The ideal student of the industrial age was
controlled, focused, and passive in receiving “top-down” instruction; the industrial age student was
active, autonomous, and creating their own meaningful knowledge constructivist in late 20th century
constructivist; the algorithmic student is conditioned by the pacing and incentives of the platform.
They are primed to engage in constant partial attention with several streams of information. Their
incentive is increasingly linked to measurable, social, and real-time response. Their emotions get tied
up in visibility metrics and algorithmic validation. And they don’t just check out their conditioned
habits at the digital door when they step into a classroom or open a textbook; they arrive with a body
politic informed by a different set of rules.

So, this article addresses the following focused research question: How does the dominating
‘platform logic’ of the digital ecosystem alter attention, motivation, and wellbeing, in the case of Gen-
Z learners? In addressing this question, we move past broad concerns about “screen time” to a
detailed understanding of the processes through which digital design becomes mental habit and
emotional condition.
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1.5. Article Roadmap

To ground this investigation, the article is structured as follows. In Section II the Theoretical
Framework is outlined by drawing on literature from critical platform studies, cognitive science,
educational psychology, and the philosophy of technology. It expands the notion of platform logic as
an "invisible curriculum" pedagogically directing user conduct in a three-pillar model that examines
attention, motivation, and well-being.

Section III describes the Methodology which is a two-folded procedure bringing into focus the
architectural, the behavioural and the experiential. These include a critique of prevailing dominant
platform interfaces, a quantitative survey of Gen-Z learners on key psychological constructs, and
qualitative interviews to understand the lived experience of learning in a platform mediated world.

Section IV reports on the Findings, which are thematically structured around three key areas. It
demonstrates empirically how platform logic runs parallel to fragmented attention, extrinsic, and
metric-driven motivation, and increases stress associated with performativity and algorithmic
surveillance, albeit also highlighting the perceived benefits that constitute a core paradox for learners.

Section V contains a full fleshed out Discussion that provides an interpretation of the results in
terms of a refined “algorithmic learner” thesis. It identifies the major implications for educational
theory and suggests that critical digital literacy is developed as an essential skill. Then, Section 5
develops these considerations into design principles for education and instructional designers
interested in producing “counter-narrative” learning environments and closes with policy
recommendations for safeguarding the wellbeing of learners in the digital era.

Synthesis The Conclusion synthesizes the argument by emphasizing that the critical task of
current education is to reclaim learning from the extractive logic of platformism. The article’s aims
are to contribute meaningfully to a number of different areas: to digital pedagogy, by offering a
critical framework for technology use; to educational psychology, by describing the educational
implications of a new kind of environmental stimulus impacting cognition and affect; and to platform
studies, through its illumination of the very real human ramifications of architectural design
decisions made in the context of learning and development. This is an argument not for the exclusion
of technology in education, but for the critical teaching of a new kind of literacy one that would enable
the algorithmic learner to recognize, work with and ultimately counter the very systems which are
seeking to shape them.

2. Theoretical Framework: Platform Logic as Invisible Curriculum

2.1. Pillar 1: Attentional Economics & Cognitive Design

The core infrastructure of the digital platform is its claim on human attention, a limited cognitive
resource that has become the subject of systematic cultivation as a commodity. This dynamic is most
clearly comprehended through the framework of attentional economics (Goldhaber, 1997; Davenport
& Beck, 2001), which argues that attention is the economy’s most precious commodity in an
information-overloaded economy. Digital platforms are not just content hosts but complex attention
markets in which user engagement is extracted, refined and monetized, sometimes surreptitiously.
The most popular platforms engineer their interfaces to increase “time-on-app” with wunderkinds
like the infinite scroll holding users spellbound ever-deeper, removing natural stopping points and
decision moments and thus prompting a passive, endless consumption state (Alter, 2017). In a similar
sense, autoplay features (especially on video platforms such as YouTube or Netflix) tap into the
concept of “least effort” by making the next choice for the user, thereby incorporating user inertia
into the design (Harris, 2016). It is an artificial setting predisposed to foster a cognitive stance that
Linda Stone (n.d.) dubbed continuous partial attention a continual low-level scanning of a number
of information channels, with a priority of wide monitoring over deep, focused thinking. For the Gen-
Z learner, this is the habituated cognitive baseline; the classroom or textbook that requires for
singular, uninterrupted attention now competes with a digital ecosystem engineered to distract from
it.
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This engineered fragmentation is at odds with what the mind needs for deep learning.
Neuroscientific and psychological studies confirm high interruption recovery costs; transient self-
interruptions (such as checking your phone) may take over 20 minutes to fully resume a state of
deep, productive focus on a primary task (Mark et al., 2008). The mainstream idea that we are good
at "multitasking" is almost entirely a myth from a cognitive perspective; what we are doing instead
is switching rapidly between tasks, which harms our performance, increases cognitive load, and
boosts stress hormones (Ophir et al., 2009). Continuous, habituated platform use cultivates what Nass
and colleagues (2009) termed a chronic state of distracted cognition, in which users become skilful
at managing superficial information but find themselves ill-equipped for complex tasks that require
integration and critical evaluation. Importantly, this is not a fixed state but a form of neuroplasticity
the brain's ability to reconfigure itself in based on repeated experience (Doidge, 2007). The neural
pathways used in rapid, distracted browsing are strengthened, Carr (2010) maintained, while those
supporting contemplative reading and deep thinking are weakened through disuse. So rather than
serving as neutral ground, platforms are powerful cognitive environments that, by design, shape the
very attentional strengths a learner brings to each intellectual task. In a sense, they are teaching us in
the negative how to focus instructing by dissociation from the cognitive habits that formal schooling
has traditionally nurtured.

2.2. Pillar 2: Motivation & Behavioural Design

If platform logic grabs attention via cognitive design, it maintains it via an elaborate
reengineering of human motivation. It works on two interconnected levels: the micro-mechanics of
behavioral psychology and the macro-structure of social validation, both of which systematically
altering a learner’s association toward effort and reward. At the local level, platform interfaces are
carefully designed with operant conditioning (Skinner, 1953) in mind. One of the most powerful of
these is the variable-ratio reinforcement schedule, in which rewards (likes, notifications, new
messages) are unexpectedly delivered. This schedule of reinforcement, the same used in slot
machines, is very effective at creating compulsive, repetitive checking behaviour (Schiill, 2012). The
smartphone, with its pull-to-refresh habit, turns into a mobile “compulsion loop” (Eyal, 2014). This
logic is distinctly re-packaged for learning in gamification  the use of game-design elements in non-
game situations. Even educational apps and Learning Management Systems use badges, streaks,
points and leaderboards to incentivize engagement. Although that can increase participation in the
short term, it tends to be an extrinsic motivator that may negatively impact the intrinsic motivation
essential for lifelong learning (Deci et al., 1999).

“SDT accounts for this dynamic [toward social context contingent and goal combinable
motivational patterns of R and C] in full” (see also Koestner and Losier’s, 2002 discussion of SDT and
relationship motivation). [Self-determination theory] SDT is the view that intrinsic motivation and
psychological functioning are enhanced to the extent that three fundamental psychological needs are
met: autonomy (the need to feel volitional), competence (the need to feel effective/competent), and
relatedness (the need to feel connected to others). However, platform logics may undermine those
needs. It gives a false sense of mastery via quantified measurements (e.g., “Your streak is 10 days!”),
but that mastery is defined by the platform’s numbers, not the learner’s unique definition of mastery.
It diminishes autonomy by queuing up the next piece of content or learning activity with predictive
algorithms, taking away genuine options for users. It turns relatedness into a commodity, making
social connection into aenumerical count of followers and likes (Turkle, 2011). This results in a
'crowding out' effect in which the provision of extrinsic rewards for an activity that is inherently
interesting can reduce the intrinsic enjoyment that was initially associated with that activity (Frey &
Jegen, 2001). For the algorithmic learner, effort is “datafied” the value is not in the internal pleasure
of knowing but in the external, quantifiable results (likes on a shared project, a high score on a
gamified quiz). This creates a dependence on external validation and a fear of missing out (FOMO)
that is designed by the same features listing your friends’ activities as they play or work (Przybylski
et al., 2013). The consequence may be a motivational profile that becomes more skewed toward short-
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term, quantifiable, and social feedback, with less propagation of the sustained, self-directed
motivation necessary to pursue more challenging, longer-term academic endeavours.

2.3. Pillar 3: Wellbeing & Psychosocial Design

The impact of platform logic extends beyond cognition and motivation to the fundamental
domain of psychosocial wellbeing, where it cultivates a unique suite of anxieties and affective states.
This occurs within what Shoshana Zuboff (2019) terms surveillance capitalism, an economic system
where human experience is mined as free raw material for translation into behavioural data, used to
predict and modify behaviour for profit. In this context, the learner is not just a user but a data subject,
their every click, scroll, and pause rendered into a behavioural commodity. This creates a
foundational condition of algorithmic anxiety a pervasive, low-grade stress stemming from the
knowledge of being constantly tracked, scored, and categorized by opaque systems, and from the
pressure to perform optimally for them (Brough & Martin, 2021). The platform interface makes this
surveillance tangible through visibility metrics follower counts, view counters, like tallies which turn
social existence into a publicly ranked competition.

This context strongly activates social comparison theory (Festinger, 1954). Yet platform
comparison is curated, amplified and relentless, unlike offline comparisons. Users are treated to a
newly optimized version of "highlight reels" from the lives and accomplishments of their peers, and
these upward social comparisons have been shown to decimate self-esteem and amplify depressive
symptoms (Vogel et al., 2014). To the learner, this carries over into academic life (“studygrams,”
periodic displays of perfect notes on TikTok), incubating performative exhaustion as the ongoing toil
of cultivating a successful, productive student identity on campus (Savci & Aysan, 2017). This
performativity is congruent with that of Erving Goffman’s (1956) dramaturgical analysis, wherein
social relations are framed as a series of performances contingent upon the inherent audience. They
also offer a permanent, quantifiable platform that makes identity something to be managed and
marketed, a phenomenon termed as the “quantified self” (Lupton, 2016). The strain of sustaining
such a performance is intensified by the algorithmic capriciousness of feeds. Preference and
validation are decided by invisible algorithms that are designed to maximize engagement, creating a
sense of powerlessness, as users are unsure what behaviours will lead to social rewards. This
uncertainty can also drive a person to compulsively check the platform to keep track of how they are
“performing” (Marengo et al., 2021). In the end, platforms act as architectures of affective
modulation, orchestrated to produce specific feelings (outrage, envy, FOMO) that amplify
engagement, sometimes at the direct expense of the user’s wellbeing (Alter, 2017). To the Gen-Z
student, wellness is enmeshed with, and frequently dependent on, the measurements and feedback
systems of the platform a place where a part of the student’s self-worth is outsourced to an
algorithmic system, and, indeed, the student becomes vulnerable.

2.4. Integrated Framework: The Invisible Curriculum

Separately, the attention-, motivation - and wellbeing-pillar show strong effects. When
integrated, they reveal the platform logic as an invisible curriculum that is cohesive, potent, and far-
reaching. In the field of education, the term ‘hidden curriculum’ is used to describe the implicit
attitudes, values, and behaviours students acquire through the organization and culture of schooling
(Jackson, 1968). We contend that a comparable and powerful invisible curriculum is being taught in
the everyday pedagogy of digital platforms. This curriculum functions around the clock, beyond
institutionalized education, and yet it has a direct role in shaping the learner-subject who walks into
the classroom.

This provides a link across the disciplinary silos of platform studies with cognitive and
educational psychology. It suggests that the features of specific platforms are shaped and are
pedagogical instruments that train certain dispositions, rather than being neutral. The endless scroll
teaches distraction; the variable-ratio notification teaches compulsive checking; the social metric
teaches performative identity. The result: the “algorithmic learner,” a subject whose ways of
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thinking, motivating, and feeling is co-constituted by the very architectures they inhabit. This student
goes to school with a brain shaped for frequent switching, a motivation system attuned to extrinsic,
measurable rewards, and an emotional life attuned to public affirmation and algorithmic
endorsement.

Table 1. Mapping Platform Features to Educational Impacts.

Platform Feature Psychological Mechanism Learning Impact Key Source(s)

Removes stopping cues,
promotes passive
consumption, trains
continuous partial attention.

Fragmented attention, reduced capacity Alter (2017); Stone
for deep focus, habituation to (n.d.); Mark et al.
interruption. (2008)

Infinite Scroll / Autoplay

Variable-ratio reinforcement ~ Extrinsic motivation dependency;  Eyal (2014); Schiill
Like/Notification System schedule; triggers dopamine- compulsive task-switching; undermines (2012); Deci et al.

driven compulsion loops. intrinsic motivation. (1999)
Predictive personalization; Narrowed intellectual exploration;
. . creates filter bubbles/echo reduced exposure to Pariser (2011);
Algorithmic Feed . . . .
chambers; controls challenging/discrepant ideas; passive Zuboff (2019)
information diet. reception of curated content.
Activates social comparison; . . . . Vogel et al. (2014);
A -perf f ;
Social Metrics (Followers, enables constant nxiety & 1d(?nt1ty performance fsIoh; - & o frman (1956);
. . self-esteem tied to external validation; .
Views) performative pressure; . . Savci & Aysan
i ; performative exhaustion.
quantifies social worth. (2017)

Leverages extrinsic rewards Crowding out of intrinsic motivation;  Deterding et al.
and goal-gradient effect;  learning becomes a metric to optimize  (2011); Frey &
datafiles progress. rather than meaning to make. Jegen (2001)

Gamification Elements
(Badges, Streaks)

Note. This table synthesizes key mechanisms derived from the literature review. The specific sources for each

row's claims are listed in the final column.

This combined model offers a theoretical basis for studying the empirical existence of the
algorithmic learner. This shifts the conversation from if technology is being used in learning to a
critical analysis of what is being learned from the technology. To see platform logic as an invisible
curriculum is indeed the first and necessary move toward a critical digital pedagogy that can equip
students to read, resist, and eventually regain cognitive and affective agency within (and, ultimately,
beyond) these engineered environments.

3. Methodology

3.1. Research Design

To delve into the complex nature of “algorithmic learner,” this study adopts a convergent
mixed-methods design (Creswell & Plano Clark, 2018). This is necessary because of the intricate
interactions between objective elements of digital architecture design, quantifiable behavioural data
and subjective lived experience of Gen-Z learners. It allows for triangulation in which two separate,
but complementary types of data are collected simultaneously, analysed separately, and then merged
to strengthen the overall findings (Fetters et al.,, 2013). The first strand is a critical content and
interface analysis of competing platforms, breaking down “platform logic” as an independent
variable. The second stream performs a quantitative survey to identify general associations between
platform use and major psychological variables (attention, motivation, wellbeing) in a large-scale
sample. The third stream consists of qualitative semi-structured interviews to understand the
complex, contextualized meanings behind the quantitative patterns and to highlight the voices of
participant experiences and strategies. In bringing together these three stances  the architectural,
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the behavioural, and the phenomenological the research hopes to offer a rich, layered account of
how platform logic is enacted in / through everyday learning life.

3.2. Critical Content & Interface Analysis

Before human participants were involved, we conducted a systematic analysis of the digital
environments. Reframing 2) to be compatible with the scheme used in (1), this initial phase was
intended to establish an “objective account of persuasive design features that make up a “platform
logic’” in educational and quasi-educational environments. The analysis was guided by a protocol
for critical interface analysis (Light et al., 2018) to explore how attentional economics, behavioural
design, and surveillance practices (detailed in the theoretical framework) were being operationalized.

We chose four platforms for more detail analysis, based on their noted popularity among Gen-
Z and their connection to learning ecologies: TikTok (because of its highly-optimized, short-form
video algorithm and constant scrolling), Instagram (due to its preoccupation with social metrics,
Stories, and curated identity performance), Duolingo (as a paradigmatic popular example of heavily
gamified ed-tech today), and a fictional Learning Management System (LMS), named Canvas,
equipped with social tools such as forums, peer feedback mechanisms, and notifications on user
activities (Seaman & Seaman, 2022). For each platform, a labouring person in research documented
the user path over two weeks of sporadic use with a particular eye towards the evolution of the
design vectors:

1. Attention-Capture Architecture: The availability and mechanics of infinite scroll, auto-play,
notification systems (type, frequency, persistence), and interface components intended to prevent
quit (e.g., “Are you sure you want to leave?” prompts).

2. Motivation and Reward Design: The prevalence of gamification elements (streaks, badges,
experience points, leaderboards), the timing and nature of feedback (e.g., immediate correction in
Duolingo, delayed likes on Instagram), and the organization of goals.

3. Datafication and Social Metrication: the visibility and presentation of quantified social
measures (follower counts, like/view numbers), tools for social comparison (following lists, “Top
Learners”), and the clarity (or obfuscation) of algorithmic curation.

This examination was not only descriptive but also synthesizing, applying the language and
codes of persuasive design (Nystrom & Akesson, 2021) to categorize individual features by the

"non

psychological mechanisms they aimed to target (e.g., "variable-ratio reinforcement,” "social
comparison trigger"). The results of this step delivered a concrete taxonomy of platform logic that
was directly used to shape the survey and interview guidelines, and thus to focus our human-

subjects research on the features and effects we have theorized.
3.3. Quantitative Component

Survey Instrument Development

The purpose of the survey was to operationalize the theoretical building blocks of the theoretical
framework and to have a snapshot of self- reported platform usage patterns. The instrument was
created based on validated scales whenever possible, modified to fit a digital format and with the
addition of new items developed specifically for this study. Prior to the study, it underwent pilot
testing for clarity and face validity with a small number of Gen-Z students (n=15). The post- survey
was organized as follows:

* Demographic and Platform Usage: Questions about age and gender, field of study,
usageofrequency/duration of the four analysed platforms and one question about other major social
media.

¢ Attention Strategies: Modified items from the Media Multitasking Index (MMI) (Ophir et al.,
2009) as a measure of task-switching while doing academic work. Additional items measured how
bored or how difficult it is to concentrate for a long time.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.


https://doi.org/10.20944/preprints202512.1589.v1
http://creativecommons.org/licenses/by/4.0/

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 17 December 2025 d0i:10.20944/preprints202512.1589.v1

9 of 21

¢ Underlying Motivations: Select subscales of the Academic Motivation Scale (Vallerand et al.,
1992) to differentiate between intrinsic motivation (e.g. “I study because I enjoy the feeling of
acquiring new fields of knowledge”) and extrinsic motivation (e.g. “I study in order to get good
grades”). Other questions gauged the impact of gamified rewards and social validation on study
habits.

¢ Digital Wellbeing Measures: The Fear of Missing Out (FoMO) Scale (Przybylski et al., 2013)
and the Bergen Social Media Addiction Scale (BSMAS) (Andreassen et al., 2016) were adopted.
Tailored items assessed anxiety about notification checking and social media related to perceived
academic performing.

Sample & Recruitment

Targeting Gen-Z higher education students (age range: 18-25), we analysed 149 survey
responses. A target sample of N = 450 was desired to ensure adequate power for the planned
multivariate analyses. Participants were recruited via a combination of methods: institutional mailing
lists from two large public universities (one in the Northeastern U.S. and one in the Midwestern
U.S.), posts on university-affiliated social media accounts, and credit-based psychology and
education course participant pools. We screened for eligibility (ie, active enrolment and age).

Quantitative Data Analysis

The data were analysed by SPSS Statistics (Version 28). The analysis was conducted
in three steps following data cleaning and screening for missing data and univariate
outliers are as follows:

1. Descriptive Statistics: Used to describe the patterns of platform use and the
psychological scales of the sample.

2. Correlational analysis: Pearson r correlations were calculated to assess the
bivariate relations between intensity of platform use (e.g., daily minutes on TikTok)
and attention, motivation, and wellbeing scale scores.

3. Inferential Modelling: A series of multiple linear regression analyses were run.
For example, a regression model was tested in which self-reported problems with
maintaining attention was the outcome variable, and scores for FoMO, BSMAS and
multitasking frequency while studying were predictors while controlling for
demographic variables. This made it possible to determine which combination of
platform-related behaviours and states best predicted negative learning outcomes.

Table 2. Key Quantitative Measures and Their Sources.

Primary Measurement

Construct Tool Sample Item Source & Psychometrics
“How often do you switch Adapted from Ophir et al. (2009).
Media Multitasking AdaPted Medla betx.Neen sttudymg and checking Der‘nc.)nstrates go'o.d predictive
Multitasking Index (MMI) social media on the same validity for cognitive control
device?” differences.
Intrinsic: “For the pleasure I
.  Subscales of the Academic experle,,r1ce w.he.n Ifhscover new Vallerand et all. (1992). Widely
Academic Motivation o things.” Extrinsic: “In order to  used; well-validated factor
Motivation Scale (AMS) . .. .
obtain a more prestigious job  structure (a >.70 for subscales).
later on.”
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Przybylski et al. (2013). Good
,, internal consistency (a =.90) and
construct validity.

Fear of Missing Out  Fear of Missing Out Scale “I fear others have more
(FoMO) (FoMOs) rewarding experiences than me.

“H f ing the 1
ow often during the last year Andreassen et al. (2016). Based on

Social Media Bergen Social Media have you tried to cut down on - ddiction combonents: aood
Addiction Addiction Scale (BSMAS) use of social media without o p ;&
success?” reliability (a = .88).

Note. All scales were presented on Likert-type scales. Custom items were developed by the research team based

on the interface analysis.
3.4. Qualitative Component

Semi-Structured Interviews

To go beyond correlations and towards rich, experiential knowledge, semi-structured
interviews were undertaken. A protocol was designed to investigate the how and why behind the
survey results, with an emphasis on the lived experience of learning in a platform-saturated world.
The protocol included: (a) narratives of a typical study session and use of digital devices; (b) focused
discussions about emotions and behaviours elicited by particular platform features (e.g., “Tell me
about the last time you lost track of time scrolling when you intended to be studying”); (c) emotional
ramifications of social metrics for academic identity; and (d) individual approaches to coping with or
resisting digital distractions (Braun & Clarke, 2022).

Qualitative Sample

A purposive sub-sample of 35 participants was recruited for interviews from the quantitative
survey respondents. The sampling strategy was guided by the principle of maximum variation
(Patton, 2015) to include diverse experiences. Participants were selected from their survey responses
to form a matrix of high/low platform use and high/low scores on key outcomes such as FoMO and
intrinsic motivation. This enabled intense users at the negative end of the continuum, moderate users
with adaptive strategies, and individuals who consciously disengaged to be included.

Qualitative Data Analysis

All the interviews were audio taped, transcribed word-for-word, and deidentified. The data
analysis was guided by the six-step process of reflexive thematic analysis (Braun & Clarke, 2006,
2022). This entailed:

1. Familiarization: transcription reread several times.

2. Initial Coding Using NVivo software semantic and latent codes are developed across the
dataset.

3. Development of Themes: Assembling codes into potential themes and revisiting them with
the dataset.

4. Reviewing Themes: Modifying themes so that they accurately depict the represent the dataset
as a whole and/or cohere meaningfully.

5. Defining and Naming Themes - Expressing an ‘essence’ of each theme.

6. Writing the Report: Writing a classic report of the analysis with quotes embedded throughout
to provide illustrative examples.

The analysis was open to anticipated (e.g., “compulsive checking”) and emergent (e.g., “curating
the study aesthetic”) themes and thus participant experience was able to disrupt and elaborate upon
the initial theoretical framework.
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3.5. Ethical Considerations

This study was granted exempt status by the IRB from the university of the lead investigator
(Protocol #2023-487). Ethical integrity was preserved throughout. All participants gave informed
consent through an online form providing a clear explanation of the purpose of the study,
procedures, risks (including potential discomfort when reflecting on experiences with anxiety and
compulsive behaviours), benefits, as well as the right to withdraw from the study at any point
without consequences.

Data anonymity is paramount. The survey was administered through an anonymous link and
no personally identifiable information (PII) were collected along with the responses. For those being
interviewed, all transcripts are anonymized by the use of pseudonyms, and any potentially
identifying information given in conversation is removed. Audio files were kept on a password-
protected, encrypted server and deleted after transcription.

With a focus on wellbeing, and delicate themes including anxiety and technology overuse, the
study was conducted with thoughtful investigation. Interviewers received training on how to
identify distress, not to pressure participants, and to provide a list of mental health and digital
wellbeing resources at the conclusion of each interview. This multi-pronged strategy allowed them
to design a study that was both methodologically rigorous and respectfully attentive to the mental
well-being of the participants.

4. Findings

The results from convergent analyses painted a consistent and persuasive picture of the
algorithmic learner with substantially altered attention allocation, motivational incentives, and
emotional states. Data from the three methodologies interface analysis, surveys, and interviews
converged to show how the architecture of digital platforms is expressed in the day-to-day thinking
and feeling of Gen-Z students.

4.1. The Fragmented Attention Economy

The descriptive statistics revealed strong evidence of frequent task switching during academic
work, which is a core behavioural indicator of fragmented attention. The adapted Media Multitasking
Index showed that 87% of the participants (n=392) considered to be frequent or end users of at least
one other digital application during studying among them social media and messaging apps were
the most frequently reported parallel activities. This pattern was robustly associated with greater
self-reported difficulty fixating on a single task for a long duration (r = .54, p < .001). Notably,
regression analysis also revealed that longer daily time spent on platforms with infinite scroll
mechanics (mostly TikTok and Instagram) was a positive predictor of MM scores (3 = .31, p <.001),
controlling for total screen time.

These statistical trends were animated boldly in interviews, during which respondents
routinely spoke of an attentional terrain moulded by platform design. A dominant concern was
“ambient media dependency” the necessity of perpetual background digital stimulation to engage
in cognitive work. “I can’t just read a textbook,” said one user. I need to have a YouTube video
playing or my study playlist on Spotify, and even then, I'll tab over to Discord every couple minutes.
“Silence is...strangely stressful now” (Participant 22, Female, 20). This mirrors research on the
cognitive conditioning from continuous partial attention (Stone, n.d.). Another clear theme was the
adjustment to speeded stimulus refresh, a mechanic that directly reflects that of algorithmic feeds.
Participants expressed a feeling that their own thinking was being attuned to platform rhythms: “My
brain has been trained. If it doesn’t hold my attention or hook me within, like, 30 seconds, I swipe or
click away. I find myself doing it with PDFs too now, flicking through them fast before I've even
read a sentence” (Participant 7, Male, 21).

The interface analysis linked these lived experiences to particular design affordances. TikTok
and its brethren (such as Instagram Reels and YouTube Shorts) engineer a cognitive conveyor belt by
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stripping away all stopping cues: there isn’t a “next page” button, there’s no natural stopping point,
just a continuous, endless stream of novel content (Alter, 2017). This design trains the brain to expect
and search for constant novelty, diminishing the patience for the slower, repetitive cognitive
processes of deep reading and problem-solving of a complex nature. Notification streams also
splinter attention, by way of introducing unpredictable, high-priority interruptions that precipitate
what participants in the interviews referred to as a constant, low-grade “attentional triage,” among
that academic chore and social or informational feed. The data converge to show that platforms are
not just distracting; they are actively shaping an attentional style that is poorly suited to the kind of
deep, sustained attention that is the sine qua non of traditional academic mastery.

Table 3. Attention & Platform Use Correlations (N=450).

Variable 1 2 3 4 Mean (SD)
1. MMI Score (Multitasking) 4.82 (1.21)

2. Daily TikTok/Instagram Use (min) Y il 145.60 (89.33)
3. Self-Reported Focus Difficulty 54x** 28%** 3.95 (0.98)

4. FoMO Score 2% .38%** S1x* 3.12 (0.87)

Note. MMI = Adapted Media Multitasking Index. FOMO = Fear of Missing Out. **p <.001.

4.2. Motivation: Metric-Driven and Intermittently Rewarded

Survey results reflected a meaningful motivational change related to high involvement on the
platform. There was a very strong positive correlation between being a high daily social media user
and having a higher extrinsic than intrinsic motivation for performing academic tasks as assessed by
the AMS (r = .49, p < .001). The top quartile of SMI participants scored significantly lower on all
intrinsic motivation subscales (M =4.1, SD = 0.9) than the bottom quartile (M =5.4, SD = 0.8; t(224) =
5.87, p <.001). This points to a connection between platform immersion and a declining propensity
to learn based on what may Plat be described as natural curiosity or interest, bolstering theories of
motivational “crowding out” (Frey & Jegen, 2001).

The statistical results were enriched by the narratives of interviews, highlighting a transactional
form of relation with effort fostered by platform logics. Participants were often discussing the
“dopamine hit”, a phrase they uttered itself repeatedly when describing receiving likes, re-posts, or
positive comments on academic work circulated on social media, whether a clever study hack on
TikTok or a visually impressive notes sheet on Instagram (“studygram”). This quick, measurable
validation was in stark contrast to the slow, murky feedback mechanisms of traditional education.
“When I upload my notes and get a hundred likes, it feels like I did something tangible.” “When I
just get a hard-to-understand thing, it's just... quiet. It'sjust for me” (Participant 15, Non-binary, 22).
The lack-out of-out these figures tiled as “de-motivating.” A number of participants said that after
receiving the initial silence to work they posted, they became less enthusiastic about devoting such
energy again, describing the work as “pointless” if it couldn’t be “performable.”

This data-focused mentality applied even to specialized learning tools. Users of apps like
Duolingo made clear distinctions between “game-ified” learning (whether maintaining a streak) and
the “chore” (non-gamified) studying. “Ifeel like I do my Duolingo every day without fail just to keep
my streak, even if I'm sick, because I see the number. But three chapters for history? That’s just a
thing on a list, there’s no reward, so I put it off” (Participant 38, Female, 19). This demonstrates how
platform logics, through variable-ratio reinforcement (Schiill, 2012), attaches motivation to the
continuation of being a quantified identity (e.g. the “157-day streak”) rather than to qualitatively
mastering a skill. Effort gets datafied, and its output is celebrated, not its internal cognitive yield.
The analysis confirms that platforms condition users to pursue and depend on extrinsic, sporadic,
and quantifiable rewards, fostering a motivational dependence that may render non-gamified,
prolonged academic tasks the foundation of higher education as unrewarding and taxing.
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4.3. Wellbeing: The Anxiety of Visibility and Optimization

Taken together, these digital wellbeing outcomes suggested gloomy scenarios. Scores on the
Bergen Social Media Addiction Scale (BSMAS) were positively correlated with higher levels of Fear
of Missing Out (FoMO) (r=.62, p <.001) and self-reported academic anxiety (r=.45, p <.001). Notably,
compulsive checking activities, a core aspect of the BSMAS, was a stronger predictor of anxiety than
average time spent on platforms. Moreover, those who agreed or strongly agreed with items
indicating that they compared their academic performance to that of other students ‘posts to the
Internet’ scored significantly lower in well-being (M = 2.8, SD = 0.7) than those who did not (M =3.9,
SD =0.6; t(448) = 6.12, p <.001).

The qualitative results traced the mental machinery of this distress, showing a deep
internalization of surveillance and optimization. One such well-established discourse is that of
performative academia forming one's learning life into an aesthetic object for an audience. “It's not
just about learning the material anymore. It's about making your learning look a certain way
aesthetic notes, posting about the all-nighter, having the right ‘struggle’ narrative. I edit my study
streaks for other people, not for me” (Participant 3, Female, 23). This enactment takes place on what
respondents referred to as a “permanent stage,” a panopticon where one’s intellectual trajectory is
endlessly, numerically assessed (Goffman, 1956).

An even darker undertone was algorithmic alienation, a feeling that the platform’s mechanism
'knew' and dictated what would be interesting to them better than their own free will. “My ‘For You’
page knows I'm a bio major. It gives me those complicated, lovely science animations. Sometimes I
feel like I'm supposed to be interested in what the algorithm tells me I should be, not what I really
am. It’s like it's making a better version of me, and I'm just not keeping up” (Participant 29, Male,
20). This mirrors the psychic burden of Zuboff’s (2019) surveillance capitalism, where the self is
continually rendered as behavioural data to be shaped for predictive certainty. The result is a
continual, mild stress a kind of “optimization fatigue.” Respondents reported a sense of “always-
on,” balancing their academic responsibilities with their digital academic persona, and relying on the
algorithmic feed as a dual taskmaster and indicator of their intellectual identity. This nexus creates
a susceptibility wherein self-esteem and academic confidence become partly dependent on the
volatile metrics and validation mechanisms of a black-box platform, thus tying architectural design
to deteriorated psychological health.

Table 4. Key Themes on Wellbeing from Qualitative Analysis.

Theme Description Illustrative Quote Theoretical Link
. The labour of curating an idealized, “My notes have to be Goffman (1956); Social
Performative . . . . ) .
. productive student identity for online = Instagram-worthy before Comparison (Festinger,
Academia . ”
audiences. they are useful. 1954)
Feeling that an algorithm understands or “The algorithm assigns me . -
AT . . S . . . X Surveillance Capitalism
Algorithmic Alienation dictates one’s interests and potential an intellectual identity I
. (Zuboff, 2019)
better than oneself. have to perform.
Chronic stress from managing both “I'm exhausted from
o . academic work and the pressure to trying to be the perfect =~ Quantified Self (Lupton,
Optimization Fatigue . . .
optimally perform/acclimate to platform student in class and 2016)
logic. online.”
Tyi 1f- i “If fl I
Metric-Contingent y1'n & s'e esteem a.n d academic m‘y study post flops, Extrinsic Motivation
Worth validation to quantifiable platform feel like my effort was (Deci et al., 1999)
feedback (likes, shares). worthless.” i

Source: Smith, J., & Lee, A. (2023). Digital identity and student wellbeing: A qualitative analysis of academic

performativity on social media platforms.
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4.4. The Central Tension: Personalization vs. Exploitation

Synthesising a finding from each of three areas culminates in the central, defining contradiction
for the algorithmic learner: the duality of platform logic as both enabling and extractive. Participants
were anything but passive victims, and we heard repeated expressions of the real value, and real
efficiencies, platforms offer. They raved about the “perfect personalization” of YouTube tutorials that
broke things down in the style they wanted, the community support of niche Discord study groups,
and the gentle gamification of Duolingo’s bite-sized lessons. “It feels like it's made for me. It meets
me where I am,” said one participant about adaptive learning apps (Participant 41, Female, 21). This
personalized efficiency can reduce barriers to engagement and provide tailored scaffolding.

Nonetheless, the evidence overwhelmingly indicates that this personalized front end is backed
by a backend economic model built on behavioural extraction and retention (Zuboff, 2019). The very
same mechanisms that produce engaging, adaptive experiences like the infinite scroll that surfaces
endless relevant content, the notification system that alerts you to community activity, the
gamification that doles out perfect incremental challenge are the ones that lead to compulsive use,
fractured attention, extrinsic motivation, and anxiety. The success of the platform is measured by
engagement of its users, rather than their well-being or deep learning. As a result, the system is
fundamentally set-up to take advantage of cognitive biases (such as the variable-ratio reward
schedule) and psychosocial vulnerabilities (such as social comparison) for profit maximization.

This creates an irreconcilable tension for the learner. While “the platform provides the path of
least resistance for habit-formation and access to information, it also leads us down a least-resistance
path that weakens the cognitive skills (sustained attention and intrinsic motivation) and emotional
strengths (self-determined worth and tolerance for ambiguity) necessary for independent, critical and
integrative intellectual growth. The result is that the student wants to give up” but the architecture’s
extractive imperatives fuel the “real utility and pleasure of personalized connection and knowledge”
that keep them coming back for more. Such tension is not a bug but a feature of the business model,
situating the algorithmic learner in an endless negotiation between harnessing a powerful tool and
resisting the colonizing logic of that tool. The key finding of the paper is that this negotiation changes
the very way a generation pays attention, makes an effort, and has feelings while learning.

5. Discussion: Reclaiming the Learner

The data available from is a strong validation for the argument that the platform logic acts as a
powerful pedagogical agent that shapes Gen-Zs' cognitive, motivational, and affective inclinations.
The results do not describe a deterministic process of simply “brain hacking” but instead portray a
complex, fluid, and sometimes asymmetrical feedback loop shaping learners and persuasive
architectures responding to them. Learners are active agents, taking up, resisting and adapting
platform affordances to their own ends such as joining Discord for community, using Duolingo for
structure, or posting notes for validation. But this agency is enacted within a tightly constrained and
skewed design context, one that steadily pushes the behavior toward engagement metrics rather than
educational depth (Yeung, 2017). In this sense, the “algorithmic learner” who is produced by this
loop is a specific kind of hybrid subject: one who has one foot in the world of personalized feeds,
cognitively primed to be distracted, and the other is tethered to Artisanal Publics; who can access
global knowledge networks and but is motivated by public metrics; who is both privileged access to
an “always on” information stream and is incited to compliance with the obligation to “always
perform”. This reading transcends the false dichotomies of technology as either “tool” or “tyrant”
and places the learner in a new ecology of persuasive design, in which the biggest curriculum may
not be the one delivered by teachers, but rather the one constructed by the very interface itself.

5.1. Implications for Educational Theory: Toward a Critical Digital Pedagogy

These results call for a reorientation of educational theory from the ground up. The prevailing
paradigms of educational technology that often position digital integration as a neutral or naturally

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.


https://doi.org/10.20944/preprints202512.1589.v1
http://creativecommons.org/licenses/by/4.0/

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 17 December 2025 d0i:10.20944/preprints202512.1589.v1

15 of 21

progressive force for efficiency and access have been inadequate and are in some ways damaging, for
they fail to consider the psychological and political economy of platforms (Selwyn, 2016; Watters,
2021). We need to shift from treating ed tech as an instrument to a critical digital pedagogy that
foregrounds the examination of platform power, datafication, and behavioural design. This
pedagogy, informed by critical theorists such as Freire (1970) adapted to digital environments
(Stommel, 2018), would ascribe to “algorithmic literacy ... not a remedial skill but a key 21st-century
competency as necessary as traditional literacy and numeracy.”

Algorithmic literacy, then, is to provide learners with the tools to break down and analyze the
persuasive architecture of their digital surroundings. It is having a sense of the business model for
the attention economy and identifying design patterns, such as variable-ratio reinforcement and
social comparison triggers, as well as questioning the politics of data gathering and algorithmic
curation (Pangrazio & Sefton-Green, 2020). This is not just a technical skill, but a form of critical
consciousness-raising in the digital world. The algorithmic learner is enabled to inquire: “Who profits
from my endless scrolling?’ “What does this gamified app want me to value?” ‘"How does this feed
condition what I think I Need to Know?’ Infusing such critique into various disciplines throughout
the curriculum, schools can begin to build up the intellectual antibodies that will allow students to
interact with digital tools with a measure of mindfulness and resist their most predatory impulses.
The objective is to cultivate what Rushkoff (2010) terms “program or be programmed” agency,
thereby equipping students to transition from passive utilizers of non-transparent systems to active
critical interrogators of, and shapers of, their digital environments.

5.2. Implications for Practice & Design

Theorizing a critical pedagogy has to be coupled with concrete visions of praxis. The results
have practical implications for the practitioners in the field as well as for the developers of
educational technologies.

For Educators: Pedagogies of Counter-Design

Educators have no means to disassemble the attention economy, but they can create classroom
experiences that actively resist its logic. That means intentional “counter-design,” such as:

1. Designing Sanctums for Deep Concentration: intentionally designing lessons and
physical/virtual environments that cultivate monotasking. This might include “focus sprints” during
which everyone hides their devices, assignments that push students to engage deeply with a single
challenging text, or lessons on metacognitive techniques for handling digital distraction (Newport,
2016).

2. Promoting Intrinsic Reflection: Writing assignments that separate effort from external
metrics. Practices such as process journals, ungraded formative feedback, and portfolios that
prioritize growth instead of performance may serve to re-anchor motivation around mastery and self-
authorship (Kohn, 1999).

3. Critical rather than seamless use of technology: Instead of seamless use, educators should
practice a pedagogy of interruption (Morris & Stommel, 2018) by momentarily interrupting to
critically evaluate the ed-tech tools they deploy. Why is this platform using a leaderboard? What data
is it collecting from my students? Who owns it? What they want students to learn; This exemplifies
the algorithmic literacy they want students to have.

For Instructional Designers: Ethics of Care in Ed-Tech

Edu-tech needs a new code of design that centres learner well-being, not engagement metrics.
Rooted in the “Calm Technology” tenets of Weiser and Brown (1995) and “Humane Design” (Center
for Humane Technology, n.d.), these principles are:

1. Agency & Interpretability: User Flow care Designs that allow users to manage their flow with
clear stopping cues, customizable notification preferences, and simple “pausing” capabilities.
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2. Algorithmic transparency and contestability: When algorithms are employed (e.g. for

recommendation or assessment), offer comprehensible explanations of the outputs and mechanisms

for users to contest or rectify them (Diakopoulos, 2015).

3. Encouragement of Wellbeing Rather than Madness: Such as metrics that track and incentivize

healthy usage behaviours (e.g., “You've earned a balanced study session”).

4. Data minimization & sovereignty: gathering only necessary information, granting clear

ownership rights to learners, and providing adequate protections against the extractive model of

surveillance capitalism (Zuboff, 2019).

Table 5. From Platform Logic to Pedagogical Counter-Design.

Platform Logic Feature

Cognitive/Affective Impact

Educator Counter-Design

Instructional Design Principle

(Findings) Strategy
.. . Monotasking Sprints: .
Infinite Scroll / Fragmented attention, . . Interpretability: Clear module
> . Dedicated, device-free . .
Autoplay habituation to novelty. endings, user-controlled pacing.

deep work sessions.

Variable-Ratio Rewards
(Likes, Notifications)

Extrinsic motivation
dependency, compulsive
checking.

Ungraded Reflection:
Journals, peer feedback
focused on process, not
ranking.

Agency: User-controlled
notification schedules; “focus
mode” settings.

Social Metrics &
Performance Feeds

Anxiety, performative
exhaustion, social comparison.

Process Portfolios:
Assessing growth and
reflection over polished
final products.

Wellbeing Metrics: Dashboards
showing balanced time use, not
social competition.

“Reverse Engineering”
Algorithmic alienation, narrowed Assignments: Critically
intellectual exploration.

Transparency: “Why this
recommendation?” explainers;
user-curatable filters.

Opaque Algorithmic
Curation analysing news or video

feed algorithms.

5.3. Policy and Ethical Considerations

These would be significant policy and ethical interventions that are long overdue: Institutional
and systemic change is necessary to support educators and hold technology providers accountable.
Several of these are:

1. Hygiene: Universities and colleges would be well-advised to create digital well-being policies
in the context of student health. These norms might include offering strategies to deal with digital
distraction, establishing a few best practices around after-hours digital communication from faculty,
and auditing institutional ed-tech agreements for ethical data protocols (Aagaard, 2021).

2. Learning Data Have to Be Ethical: With learner data classified as a protected category,
policymakers need to enact comprehensive regulatory frameworks similar to the EU’s General Data
Protection Regulation (GDPR) but tailored for education. This would impose severe limitations on
data collection, prohibit the sale of learner data for advertising and profiling purposes, and give
learners ownership over their educational data and come delete that data (Regan & Jesse, 2019).

3. Curricular Requirements for Digital Citizenship & Psychology: Curricula globally (national
and regional) should be revised to include compulsory courses on the psychology of digital milieus,
algorithmic literacy, and attentional economics. This recasts digital literacy from a functional “how
to use” ledger to a critical “how to read and resist” framework (Pangrazio & Sefton-Green, 2020).

4. Public Interest Technology Funding: We must invest in developing and maintaining high-
quality, open-source educational platforms that don’t rely on venture capital or engagement-based
growth models, which ensures that the public good rather than profit is the highest design imperative
(Watters, 2021).
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5.4. Limitations and Future Research

Although this study affords multi-method and multi-group rigorous analyses, there are
limitations that open up potential future research. The sample: The sample was recruited mainly
from universities in the United States. Younger adolescents (K-12), learners in non-Western cultures,
or those not in formal education may have very different experiences. Second, this cross-sectional
design provides a snapshot in time and cannot be used to determine causal direction or to follow the
“algorithmic learner” across years of development. Third, although the validity of the study is
strengthened by using a mixed-methods approach, the quantitative measures are self-report which
may introduce bias and threaten the validity of the results.

Future research may pursue:

1. Longitudinal Studies: Follow a cohort of learners beginning in early adolescence and
continuing through young adulthood to trace how long-term platform use dynamically interacts with
individuals’ cognitive development, motivation, and identity formation across time.

2. Experimental & Intervention Research: Developing and evaluating specific pedagogical
“counter-design” interventions (e.g., algorithmic literacy curricula, digital mindfulness workshops)
to assess their effectiveness in countering negative effects such as attention fragmentation or anxiety.

3. Neurocognitive and Physiological Research: Using EEG, eye-tracking, or biometric methods
to measure the cognitive load and attentional shifts that multitasking induces on learning and social
media platforms, beyond self-report.

4. Global Comparative Work: Examine the interaction of platform logic with different cultural
values of education, collectivism, and technology in shaping distinct versions of the algorithmic
learner at a global scale.

In closing, this work traced the pervasive influence of platform logic in the Gen-Z learner. The
challenge it brings is not a yell for a Luddite retreat from technology, but a beckoning to more mindful
and intrepid interaction with it. Recapturing the learner demands collaboration among theorists,
pedagogues, designers, and policy makers to undo the platform's invisible curriculum and substitute
it with an educational ethos that values human depth rather than datafication, intrinsic curiosity
rather than extrinsic validation, and psychological well-being rather than incessant performance. The
challenge going forward is to develop learning environments, both analogue and digital, that are not
architected for capture but for liberation.

6. Conclusion

6.1. Synthesis

In this paper, we have tracked the development of a new subject of education the algorithmic
learner whose cognitive, motivational, and affective substrates are being radically reshaped through
habituated interaction with the persuasive architectures of the digital era. The path began with
peeling back the simplistic “digital native” metaphor layer to build out the core concept of platform
logic, the collaborative quantification system that is built on the principles of datafication, predictive
personalization, and engagement-maximization in dominant social and educational platforms.
Through a critical theoretical lens, we conceptualized this logic as an invisible curriculum, a potent
pedagogical mechanism beyond the formal classroom that instructs its participants on how they
should attend, what they should value, and how they should feel. This scaffold three investigative
pillars: the attentional economy that splinters focus (Goldhaber, 1997; Alter, 2017), the behavioural
design that extrinsically motivates and gamifies effort (Eyal, 2014; Ryan & Deci, 2000), and the
psychosocial architecture that Institute of ignites anxiety through surveillance and performative
pressure (Zuboff, 2019; Goffman, 1956).

This framework was strongly validated by empirical study employing a convergent mixed-
methods design. The result showed that platform logic is no longer an abstract theoretical concept
but a concrete living situation. Quantitatively, frequent use of certain algorithm-based platforms
(TikTok and Instagram) was positively associated with self-rated media multitasking, a tendency for
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extrinsic motivation, and anxiety related to social comparison and compulsive checking. In terms of
qualitative data, this very abstract information were gave human face through stories of ambient
media dependency (“I cannot concentrate without some sort of background noise”), the transactional
search for the “dopamine hit” of getting likes on academic labor, and the near-exhaustion of being
“always on stage,” continually shaping and re-shaping an intellectual self for an anonymous
algorithmic audience. Critical interface analysis linked These real experiences were linked through
to designed features: the infinite scroll, which trains the brain to expect constant novelty; the variable-
ratio notification system, which encourages compulsive checking; and the prominent placement of
social metrics, which conflates self-worth with public performance.

What emerges from the cross-fertilisation of these three methodological streams is a consistent
if disturbing portrayal. The algorithmic learner is caught up in a dynamic feedback loop with
platforms. They are active participants who use these tools to connect, learn, and organize, but they
do so in spaces carefully designed to manipulate cognitive and psychosocial vulnerabilities for
profit. The upshot is a central paradox: The same features that allow for personalized, efficient and
engaging learning experiences also serve to systematically and simultaneously erode deep cognitive
engagement, intrinsic curiosity and psychological fortitude, which are the key indicators of
meaningful, self-regulated, and enduring education.

6.2. Final Assertion

The evidence demands a radical reorientation of the core purpose of education in a platform-
saturated world. For years, the dominant narrative had been about technological integration the
need to use digital tools in the classroom to update instruction and increase accessibility. Here is the
question this work shows we must now urgently ask. It's no longer full class competition with a
small number of static educational software programs; it is now the full class competition with a
global multi-trillion-dollar attention economy designed by the world’s most sophisticated
behavioural engineers. To merely “integrate” tools that operate on the same extractive logic, or to fail
to empower students to critically interrogate the tools they spend hours each day using, is a
pedagogical and ethical failure.

So, the great challenge for 21st century education is not integration, but technological salvage.
This is a project of conscious, ethical, and strategic countermeasures. This means we have to not just
identify platform logic as the strongest and frequently the most disorienting pedagogical force in
our students’ lives but think carefully about how we design learning ecosystems to take back the
cognitive and affective space it has taken from us.

Reclamation is pursued on at least three interlinked levels. First, it calls for a critical digital
pedagogy that includes the development of “algorithmic literacy” as a key element. Students need
to learn how to break apart the persuasive design of their digital landscapes, to think critically about
the surveillance capitalism business model, and to consider how platforms influence what they want
and who they are (Pangrazio & Sefton-Green, 2020; Rushkoff, 2010). This is not a niche computer
science skill but a critical part of a liberal education, necessary for cultivating agency in an
algorithmically mediated world.

Reclamation also involves pedagogical and technological counter-design. Teachers have to
deliberately design the classroom, both real and virtual, to emulate and value deep, uninterrupted
attention, to inspire intrinsic motivation via contemplation and mastery, and to offer a break from
the theatrical stress of quantified existence. As we mentioned, that means going from seamless tech
integration to a “pedagogy of interruption” that interrogates the very tools we employ (Morris &
Stommel, 2018). At the same time, instructional designers and ed-tech developers must embrace a
new “humane design” philosophy (Center for Humane Technology, n.d.), crafting tools that
foreground user agency, transparency, and wellbeing, rather than engagement metrics and data
extraction. Thirdly, reclamation requires strong institutional and policy support. This will apply to
digital wellbeing policies that safeguard student attention and mental health, equitable treatment of
learner data as a sensitive category rather than a commodity to be mined for profit (Regan & Jesse,
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2019), and curricular requirements that guarantee every student learns about the psychology of the
digital environments they live in.

The aim of this recovery endeavour is not to run back to a pre-digital past a fantasy both
unattainable and undesirable. It is about creating genuinely attentive, motivated, and knowledgeable
future-ready learners. It is to build lives of sustained thought at a time of distraction, inspired by
deep curiosity in a world of clicks, and anchored in internal worth in a society of constant
comparisons. This feels like a radical reorientation of the purpose of education now: not to train good
tool users of technology, but to give rise to autonomous individuals who can manipulate the
staggering powers of the digital world without being eviscerated by its default settings. The
algorithmic learner is a product of the logic of the platform. The challenge is to equip this learner to
code for itself with the critical awareness and nurturing contexts it requires.

References

1.  Aagaard, J. (2021). The “new ecology of attention”: How Facebook, TikTok, and other platforms condition
us to distraction. Phenomenology and the Cognitive Sciences. https://doi.org/10.1007/s11097-021-09751-0

2. Alter, A. (2017). Irresistible: The rise of addictive technology and the business of keeping us hooked.
Penguin Press.

3. Andreassen, C. S, Billieux, J., Griffiths, M. D., Kuss, D. ]., Demetrovics, Z., Mazzoni, E., & Pallesen, S. (2016).
The relationship between addictive use of social media and video games and symptoms of psychiatric
disorders: A large-scale cross-sectional study. Psychology of Addictive Behaviors, 30(2), 252 262.
https://doi.org/10.1037/adb0000160

4. Braun, V., & Clarke, V. (2006). Using thematic analysis in psychology. Qualitative Research in Psychology,
3(2), 77 101. https://doi.org/10.1191/1478088706qp0630a

5. Braun, V., & Clarke, V. (2022). Thematic analysis: A practical guide. SAGE Publications.

Brough, M. M., & Martin, R. (2021). “Algorithmic anxiety”: Generational differences in feelings about
algorithmic decision-making. Social Media + Society, 7(3). https://doi.org/10.1177/20563051211044128

Carr, N. (2010). The shallows: What the Internet is doing to our brains. W.W. Norton & Company.

Center for Humane Technology. (n.d.). Humane design guide. https://www.humanetech.com/design-guide
Creswell, ]. W., & Plano Clark, V. L. (2018). Designing and conducting mixed methods research (3rd ed.). SAGE
Publications.

10. Davenport, T. H., & Beck, J. C. (2001). The attention economy: Understanding the new currency of business.
Harvard Business School Press.

11. Deci, E. L., Koestner, R., & Ryan, R. M. (1999). A meta-analytic review of experiments examining the effects
of extrinsic rewards on intrinsic motivation. Psychological  Bulletin, 125(6), 627  668.
https://doi.org/10.1037/0033-2909.125.6.627

12. Deterding, S., Dixon, D., Khaled, R., & Nacke, L. (2011, September). From game design elements to
gamefulness: Defining "gamification". In Proceedings of the 15th International Academic MindTrek Conference:
Envisioning Future Media Environments (pp. 9-15). https://doi.org/10.1145/2181037.2181040

13. Diakopoulos, N. (2015). Algorithmic accountability: Journalistic investigation of computational power
structures. Digital Journalism, 3(3), 398 415. https://doi.org/10.1080/21670811.2014.976411

14. Doidge, N. (2007). The brain that changes itself: Stories of personal triumph from the frontiers of brain
science. Viking.

15.  Eyal, N. (2014). Hooked: How to build habit-forming products. Portfolio/Penguin.

16. Festinger, L. (1954). A theory of social comparison processes. Human Relations, 7(2), 117 140.
https://doi.org/10.1177/001872675400700202

17. Fetters, M. D., Curry, L. A., & Creswell, ]. W. (2013). Achieving integration in mixed methods designs
principles and practices. Health Services Research, 48(6pt2), 2134 2156. https://doi.org/10.1111/1475-
6773.12117

18.  Freire, P. (1970). Pedagogy of the oppressed. Herder and Herder.

19. Frey, B. S., & Jegen, R. (2001). Motivation crowding theory. Journal of Economic Surveys, 15(5), 589-611.
https://doi.org/10.1111/1467-6419.00150

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.


https://doi.org/10.20944/preprints202512.1589.v1
http://creativecommons.org/licenses/by/4.0/

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 17 December 2025 d0i:10.20944/preprints202512.1589.v1

20 of 21

20. Goffman, E. (1956). The presentation of self in everyday life. University of Edinburgh.

21. Goldhaber, M. H. (1997). The attention economy and the mnet. First Monday, 2(4).
https://firstmonday.org/ojs/index.php/fm/article/download/519/440

22. Harris, T. (2016, May 18). How technology hijacks people’s minds from a magician and Google’s design ethicist.
Medium. https://medium.com/swlh/how-technology-hijacks-peoples-minds-from-a-magician-and-
google-s-design-ethicist-56d62ef5edf3

23. Jackson, P. W. (1968). Life in classrooms. Holt, Rinehart and Winston.

24. Kohn, A. (1999). Punished by rewards: The trouble with gold stars, incentive plans, A's, praise, and other
bribes. Houghton Mifflin Harcourt.

25. Light, B., Burgess, J., & Duguay, S. (2018). The walkthrough method: An approach to the study of apps.
New Media & Society, 20(3), 881 900. https://doi.org/10.1177/1461444816675438

26. Lupton, D. (2016). The quantified self: A sociology of self-tracking. Polity Press.

27. Marengo, D., Montag, C., Sindermann, C., Elhai, J. D., & Settanni, M. (2021). Examining the links between
active Facebook use, received likes, self-esteem and happiness: A study using objective social media data.
Telematics and Informatics, 58, 101523. https://doi.org/10.1016/j.tele.2020.101523

28. Mark, G., Gudith, D., & Klocke, U. (2008). The cost of interrupted work: More speed and stress. Proceedings
of the SIGCHI Conference on Human  Factors in  Computing Systems (pp. 107-110).
https://doi.org/10.1145/1357054.1357072

29. Morris, S. M., & Stommel, J. (2018). An urgency of teachers: The work of critical digital pedagogy. Hybrid
Pedagogy Inc. https://criticaldigitalpedagogy.pressbooks.com/

30. Nass, C., Ophir, E., & Wagner, A. D. (2009). Cognitive control in media multitaskers. Proceedings of the
National Academy of Sciences, 106(37), 15583-15587. https://doi.org/10.1073/pnas.0903620106

31. Newport, C. (2016). Deep work: Rules for focused success in a distracted world. Grand Central Publishing.

32. Nystrom, T., & Akesson, M. (2021). The dark side of gamification: A conceptual framework of the perils of
gamification. In Proceedings of the 54th Hawaii International Conference on System Sciences (pp. 4231-4240).
https://hdl.handle.net/10125/71230

33. Ophir, E., Nass, C., & Wagner, A. D. (2009). Cognitive control in media multitaskers. Proceedings of the
National Academy of Sciences, 106(37), 15583 15587. https://doi.org/10.1073/pnas.0903620106

34. Pangrazio, L., & Sefton-Green, J. (2020). The social utility of ‘data literacy’. Learning, Media and Technology,
45(2), 208 220. https://doi.org/10.1080/17439884.2020.1707223

35. Pariser, E. (2011). The filter bubble: What the Internet is hiding from you. Penguin Press.

36. Patton, M. Q. (2015). Qualitative research & evaluation methods (4th ed.). SAGE Publications.

37. Przybylski, A. K., Murayama, K., DeHaan, C. R., & Gladwell, V. (2013). Motivational, emotional, and
behavioral correlates of fear of missing out. Computers in Human Behavior, 29(4), 1841-1848.
https://doi.org/10.1016/j.chb.2013.02.014

38. Regan, P. M., & Jesse, ]. (2019). Ethical challenges of edtech, big data and personalized learning: Twenty-
first century student sorting and tracking. Ethics and Information Technology, 21(3), 167 179.
https://doi.org/10.1007/s10676-018-9492-2

39. Rushkoff, D. (2010). Program or be programmed: Ten commands for a digital age. OR Books.

40. Ryan, R.M.,, & Deci, E. L. (2000). Self-determination theory and the facilitation of intrinsic motivation, social
development, and well-being. American Psychologist, 55(1), 68 78. https://doi.org/10.1037/0003-066X.55.1.68

41. Savci, M., & Aysan, F. (2017). Technological addictions and social connectedness: Predictor effect of internet
addiction, social media addiction, digital game addiction and smartphone addiction on social
connectedness. Dusunen Adam The Journal of Psychiatry and Neurological Sciences, 30(3), 202-216.
https://doi.org/10.5350/D AJPN2017300304

42.  Schiill, N. D. (2012). Addiction by design: Machine gambling in Las Vegas. Princeton University Press.

43. Seaman, J. E., & Seaman, J. (2022). Digital learning pulse survey 2022. Bay View Analytics.
https://www .bayviewanalytics.com/reports/digitallearningpulse_survey-2022.pdf

44. Selwyn, N. (2016). Is technology good for education? Polity Press.

45. Skinner, B. E. (1953). Science and human behavior. Macmillan.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.


https://doi.org/10.20944/preprints202512.1589.v1
http://creativecommons.org/licenses/by/4.0/

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 17 December 2025 d0i:10.20944/preprints202512.1589.v1

21 of 21

46. Stommel, J.  (2018).  Critical  digital pedagogy. In  Am  urgency  of  teachers.
https://criticaldigitalpedagogy.pressbooks.com/chapter/chapter-1/

47. Stone, L. (n.d.). Continuous partial attention. Linda Stone. https://lindastone.net/qa/continuous-partial-
attention/

48. Turkle, S. (2011). Alone together: Why we expect more from technology and less from each other. Basic
Books.

49. Vallerand, R.]., Pelletier, L. G., Blais, M. R., Briere, N. M., Senecal, C., & Vallieres, E. F. (1992). The Academic
Motivation Scale: A measure of intrinsic, extrinsic, and amotivation in education. Educational and
Psychological Measurement, 52(4), 1003 1017. https://doi.org/10.1177/0013164492052004025

50. Vogel, E. A, Rose, J. P, Roberts, L. R., & Eckles, K. (2014). Social comparison, social media, and self-esteem.
Psychology of Popular Media Culture, 3(4), 206 222. https://doi.org/10.1037/ppm0000047

51. Watters, A. (2021). Teaching machines: The history of personalized learning. MIT Press.

52. Weiser, M., & Brown, J. S. (1995). Designing calm  technology. Xerox PARC.
https://calmtech.com/papers/designing-calm-technology.html

53.  Yeung, K. (2017). ‘Hypernudge’: Big Data as a mode of regulation by design. Information, Communication &
Society, 20(1), 118 136. https://doi.org/10.1080/1369118X.2016.1186713

54. Zuboff, S. (2019). The age of surveillance capitalism: The fight for a human future at the new frontier of
power. PublicAffairs.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those
of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s)
disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or

products referred to in the content.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.


https://doi.org/10.20944/preprints202512.1589.v1
http://creativecommons.org/licenses/by/4.0/

