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Abstract: This technical report explores various methods for characterizing the complexity of strings,
focusing primarily on Algorithmic Complexity (AC), also known as Kolmogorov Complexity (K).
The report examines the use of lossless compression algorithms, such as Huffman Coding and Run-
Length Encoding, to approximate AC, contrasting these with the Coding Theorem Method (CTM)
and Block Decomposition Method (BDM) approaches. We conduct a series of experiments using
leaked passwords as data, comparing the different methods across various alphabet representations
i.e.: ASCII and binary. The report highlights the limitations of Shannon Entropy (H) as a sole measure
of complexity and argues that AC offers a more nuanced and practical approach to quantifying
the randomness of strings. We conclude by outlining potential research avenues in areas such as
source coding, cryptography, and program synthesis, where AC could be used to enhance current
methodologies.

Keywords: information theory; algorithmic information theory; resource-bounded Kolmogorov
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1. Introduction

In this work, we analyse and investigate different approaches to characterize a string’s complexity.
Indeed, a number of measures and metrics have been developed; we list a number of them in our
literature review. However, the focus of this work will revolve around Algorithmic Complexity
(AC) also known as Kolmogorov Complexity (K). The reasons for this selection will be exposed and
motivated hereafter.

The use of Kolmogorov Complexity (K) has for too long been confined to theoretical studies and
exploration. In this work, one of our goals is to showcase the practical side, the power and versatility
of Algorithmic Information Theory (AIT). Kolmogorov Complexity is one of the component of this
field and it can be used to quantify the degree of randomness in an object/string. Randomness can be
characterized distinctively for infinite sequences. However, in our setting we are interested in finite
sequences or strings. Within this case, randomness can be distinguished only to some degree but not
in an absolute form.

In this work, one of our goal is to present a different perspective to approximate Kolmogorov
Complexity (K). Indeed, the latter has often been approximated using tools from lossless source coding.
As a matter of fact, the use of lossless compression tools for text based information prevents altering or
losing the nature of the underlying concept/idea/information; this contrasts with lossy compression
schemes.

The conducted computations allow us to broaden the surface area of Algorithmic Information
Theory (AIT) practical applications. In order to achieve that, we make use of the Coding Theorem
Method (CTM)/Block Decomposition Method (BDM) methods which allow to approximate the
Algorithmic Complexity of an object; which is known to be theoretically uncomputable.

To get a grasp as to how the approximation based on CTM/BDM behaves with respect to lossless
schemes, we use it in a comparative setting that includes Huffman Coding (HC) and Run-Length
Encoding.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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2. Our Contributions

In this work, we study one dimensional objects i.e. finite/bounded strings. We are interested
in deriving practical results/insights from the use of Algorithmic Complexity (AC) also known as
Kolmogorov Complexity (K)! with respect to Shannon Entropy (H). More specifically, our work bridges
closer the gap between the theory and practical side of approximated Algorithmic Complexity.

In the pursuit of these objectives, we make the following contributions:

*  We analyze the effect of the alphabet size (used to encode the string) has on the compression
ratio(C;) on the selected lossless compression schemes i.e.: Huffman Coding (HC), Run-Length
Encoding (RLE).

*  We conduct comparative analyses between Shannon Entropy and Algorithmic Complexity with
regards to the randomness character of a finite string (5.2).

¢ Inorder to approximate the Algorithmic Complexity of bounded strings, we propose an approach
to overcome the current limitation of the CTM/BDM (5.2.2).

*  We propose an alternative method to approximate Shannon Entropy (H) in the software package
pybdm ([1]). This is an implementation of the Schiirmann-Grassberger estimator (7). The added value
of this approach is that, it is bias minimized compared to the maximum likelihood approximation
method (5.2.1).

3. Related Work

In this section, we outline a number of complexity measures that have been worked out. Some
of the them well known while others to a lesser degree. Moreover, some of the complexity measures
are more grounded in physical reality(or at least consider their feasibility) i.e. that the function is
effectively computable. While other approaches evolve solely on a theoretical level.

We position ourselves between the two approaches i.e.: building a bridge between theoretical
work and practical aspirations. In other words, we are interested in a resource bounded information-
theoretic approach to complexity. We consider the study of finite strings and are constrained to resource
bounded approaches. The latter follows of the will to have quantifiable results with arguably improved
quality over entropy-based approaches.

Even though some work have been developed in a purely theoretical form, they bring guaran-
tees(bounds) and guidance when making practical considerations. Furthermore, through this work we
would like to illustrate that the undecidability of Algorithmic Complexity (AC) can be approximated
by at least another method that lossless compression techniques. Hereafter follows a selected number
of complexity measures that can be used to characterise a finite string’s complexity. That is because
most entropy-based measures deal with probability distributions whereas Kolmogorov complexity
with individual objects.

Shannon’s seminal paper: A Mathematical Theory of Communication, ([2]) has led the foundations of
a plethora of works in different fields. Some of these inspired from it, while others building upon by
generalizing on it e.g., Rényi Entropy (RE), ([3]). Nevertheless, these visions do not coincide with our
object of study i.e. characterising finite strings complexities.

In ([4]), the concept of logical depth is formalized. Among other elements, it is argued that the value
of a message does not lie in its “information” per se but within the part that requires computational®
work - without this work being trivial. This notion of depth is crystallised under a mathematical
definition that favors programs with a faster run-time by means of a “harmonic mean”. In other words,
a string has a large depth if it has a short program and which is also computationally demanding.

A closely related theory to the aforementioned logical depth is computational depth defined by ([5]).
Intuitively, computational depth measures the "nonrandom" information in a string. In that work, they
develop this notion in three flavors:

1
2

Also known under the name of Solomonoff-Kolmogorov-Chaitin complexity

In this work, we consider the notion of computational as effectively computable or, equivalently computable in a mechanistic
sense.
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a) Basic Computational Depth, b) Sublinear-time Computational Depth, c) Distinguishing Computational
Depth.

The definition a) contrasts with C. Bennett’s logical depth in that they do not require a parameter
called “s-significant” which is tied to the least time required by universal Turing machine to compute
the string by a program. They actually build into their definition of computational depth a similar
concept which penalizes the run-time of a program. The two other concepts/definitions are really
interesting but beyond the scope of the current work.

Another correlated notion is the one of sophistication ([6]), first introduced by M. Koppel. Similarly
to depth, it measures the “nonrandom” information in a message. They relate computational depth and
sophistication by showing that strings with maximum sophistication are the deepest of all strings. Where
logical depth deals with program run-times, sophistication is concerned with program lengths.

Additionally, another interesting entropy-based measure is the so-called Deng Entropy and its
improved version: ([7]). It is also a generalization of Shannon Entropy in the framework of Dempster-
Shafer theory. It was introduced to quantify the level of uncertainty in the basic probability assignment
in Dempster-Shafer theory ([8]).

Furthermore, for some of the measures, we can notice that despite its central position, Shannon
Entropy position has to be considered within the context of the applied field. This aspect will be of
concern and developed later on.

As mentioned in the Introduction 1, we are concerned and make use of the Algorithmic Complex-
ity (AC) approach to bounded string complexity; which will be exposed in Section 4.2.

4. Theoretical Landscape

In this section we give a high level overview of the field of Algorithmic Information Theory (AIT);
which is characterised by G. Chaitin [9] in a few words as:

AIT = recursive function theory + program size [9]

Algorithmic
» Information Theory |«
(AIT)
A
' Kalmogorov Algorithmic Algorithmic
LOgICEIDDE!pIh complexity Probability Information Dynamics
(0] (K) (4P) (AID)

Sophistication sasrssraaaas
h 4

Computational Depth

Figure 1. Algorithmic Information Theory - main components.

This work uses prefix Kolmogorov’s complexity which is made computable by approximating
the algorithmic probability, also known as Levin’s semi-measure®.

Similarities exist between Information Theory (IT) and Algorithmic Information Theory (AIT), we
outline some of them hereafter. Even though developed for telecommunication purposes, Shannon’s
entropy ([2]) has seen applications in plethora of domains e.g., physics, computer science, biology and
many more.

One of the discrepancies between them is that, AIT considers the information in a single object.

Whereas in information theory we deal with random variables belonging to a probability distribution.

3 In general, a probability measure is a value within the [0, 1] interval, here it’s called a semi-measure because not every

program will halt thus the sum will never be 1.
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We posit that the information theory body work can be used as a basis in the field of algorithmic
information theory. A number of works favoring this hypothesis can be found in: ([10-12]).

In the spirit of Wigner’s essay: The unreasonable effectiveness of mathematics in the natural sciences
([13]), in Compression is Comprehension, and the Unreasonable Effectiveness of Digital Computation in the
Natural World ([14]) further develops Chaitin’s notion that compression is comprehension and proposes
two approaches to the nature of the world: algorithmic or random.

The notion of compression, compressibility or incompressibility is a cornerstone in characterising
the randomness of a string. Indeed, based on Kolmogorov’s complexity a string is said to be maximally
random if its shortest representation is the length of the string itself — its information content is maximal.
We thus push the notion of compression further by stating that to some degree: to compress is to
predict, to model.

A great deal of information about the previous three pillars of Algorithmic Information Theory
can be found in the following resources:

e An Introduction to Kolmogorov Complexity and Its Applications ([15])
e Algorithmic Information Dynamics - A Computational Approach to Causality with Applications to Living
Systems ([16])

In the following sections we will outline some of the theoretical specifics that will help us to
approximate a string’s Algorithmic Complexity (AC) or Kolmogorov Complexity (K).

4.1. Dealing with Kolmogorov’s Complexity Uncomputability

The body of work concerning the field of Algorithmic Information Theory (AIT) has received
little attention in general; and especially from an application/practical perspective.

At least, two attitudes can be taken when faced with the uncomputable nature of Kolmogorov’s
complexity: to bow in front of the theoretical bounds or trying to bypass/overcome it in some way
e.g.: trying to be creative.

Indeed, the Halting Problem (HP) is a challenging one. We argue and show that, if we change our
position this can be used as a feature; somehow in the spirit of numerical algorithms. One perspective
is to approach it as an anytime algorithm which means that we can always get better approximations.

The Kolmogorov complexity of a string s is defined as follows:

Kr(s) = min_|pl. (1)
Which reads as: the Kolmogorov Complexity (K) of a string s is the length with respect to a
reference Turing machine T of the shortest input p when fed to the machine T and produces the string
s.
It is to be noted that the randomness of a finite string can only be approximated to a certain degree
i.e. not with an absolute precision.

Definition 1 ([17]). A string s is random iff K(s) is approximately equal to |s| + K(|s|). An infinite string  is
random iff IcVnK(ay) > n —c.

The invariance theorem ([18], p.39) guarantees that the length of the self-delimiting program
generating the string of interest is bounded up to a constant ¢ - based on its respective reference
machine(which is by the definition a universal one).

[Ky(x) = Ko (x)| < ¢ (2)

4.2. Approaches to Approximating Algorithmic Complexity

As discussed, we are interested in applying Kolmogorov Complexity to bounded sequences or
strings.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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We identify and list four main lines of practical approaches to approximate Algorithmic Complex-
ity:
*  Minimum Description Length(MDL) - ([19])
*  Minimum Message Length(MML) - ([20])
¢ Lossless compression algorithms:

- Run-Length Encoding (RLE) (i)
- Huffman Coding (HC) (ii)
- Lempel-Ziv ([21]) based algorithms and derivatives e.g.: LZ78 ([22]), LZW...

* Coding Theorem Method (CTM) and its extension Block Decomposition Method (BDM) ap-
proaches (iii)

In this work, we explore in Section 5.2 the behavior of these approaches: (i), (ii) and (iii).

Huffman coding(i) and run-length encoding(ii) belong to the cluster of lossless compression algorithms.
The approach(iii) exploits the relation between:

e the frequency of occurrence of a string(through Algorithmic Probability (AP))
*  toits Algorithmic Complexity (AC).

The link is made by rewriting Levin’s coding theorem ([23]) or also known as algorithmic coding theorem
which leads to the Coding Theorem Method (CTM). This point is developed in Section 4.2.3 followed
by its extension Block Decomposition Method (BDM) in Section 4.2.4.

In the following sections, we briefly introduce the two lossless compression techniques. As a
matter of fact, Huffman Coding and Run-Length Encoding have been studied extensively. We will
therefore emphasize some key elements, properties and, suggest the curious reader to refer to the
literature for a detailed description.

Interestingly, it has been theorized, empirically observed, that a lower limit for lossless compres-
sion schemes are bounded by Shannon’s source coding theorem. However, a review of the literature
seems to hint that this might not hold for every object type. This point is further developed in Section
4.3.

Regarding the Coding Theorem Method (CTM) and Block Decomposition Method (BDM), we
expose their core components; which gives a good grasp as to their inner workings.

4.2.1. Run-Length Encoding

The Run-Length Encoding (RLE) is a content dependent lossless compression scheme. The
algorithm works as follows: it replaces the consecutive occurrences of a symbol by a single code
followed by the number(integer) that this symbol appears. It is a widely used algorithm because of its
simplicity and speed.

Therefore, it performs best when it is confronted with data that has consecutive repeated symbols
in it. An example in a two dimensional setting can be an image describing something with minimal
variation in it. In this context, the simple Run-Length Encoding algorithm is able effectively compress
i.e. to reduce the size of the original data.

However, if the data contains very little or no repetitions/regularities then, Run-Length Encod-
ing’s compression can end up being bigger than the original data. This is known as the size-inflation
issue and can be handled in various ways e.g.: through a two passes scheme, the use of heuristics
([24]).

Finally, given its simplicity, it is not easy to attribute Run-Length Encoding algorithm to a single
paper. Besides, it had been patented by Hitachi in 1983*. Among others, it can be traced back to at
least the following work in the field television transmission ([25]).

4 https://patents.google.com/patent/JPH0828053B2/en
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4.2.2. Huffman Coding

The Huffman Coding (HC) algorithm is an optimal lossless statistical compression scheme. It
builds variable length codewords’ and assigns the shortest codewords to the most frequent symbols.

Huffman coding has been shown to be optimal for a prefix binary code (X = {0,1}). The
optimality is guaranteed by Lemmas [1.1.12, 1.1.13] and Theorem [1.1.14] - ([26] p.10).

Part of the motivation for its widespread use are: a high compression ratio(i.e. approaching
the entropy limit®) and simple implementation possibilities. However there is a requirement for the
Huffman encoding to operate: it is to have access to the source statistics, or an approximation of it.

This shortcoming can be dealt with by using two passes on the data. A first pass to construct the
frequency distribution and, the second path to proceed with compression. This is the strategy behind
the adaptive Huffman encoding scheme.

In the experimentation, our focus targets the classical Huffman Coding (HC) algorithm. This is
motivated by the fact that we want to observe and compare the compression ratios(C,) and entropy”
of the selected algorithms: HC, RLE, CTM/BDM.

Reference work

introducing the Huffman Coding algorithm: ([27])

4.2.3. Coding Theorem Method - CTM

The roots of the Coding Theorem Method (CTM) can be trace back to ([28]), it takes the following
form:

K(s) = —|logy m(s)] = | —log, m(s) — K(s)| < ¢ 3)

One of the main challenge is to find a way to estimate Levin’s semi-measure (s). Using the Cod-
ing Theorem Method (CTM) this is achieved through an exhaustive search of Turing machines whose
halting runtimes are known i.e. Busy Beaver Machine - BBM ([29]). This will be used to build a proba-
bility distribution which in turn can be used to approximate K(s). Levin’s semi-measure(also called the
universal distribution) which is approached by running small Turing machines and measuring the
frequencies of generated strings.

A probability distribution of the occurrence of bitstrings is generated by running five states and
two symbols busy beaver functions. This will construct the empirical distribution D(5) which is the
estimation of the algorithmic probability (AP or m(s)). At the end of the process, using CTM, we get
an approximation of the Kolmogorov Complexity (K) or Algorithmic Complexity (AC) of a bitstring s.

The details of this approach can be found in the following reference works: ([30-32])

4.2.4. Block Decomposition Method - BDM

The Block Decomposition Method (BDM) is an extension to the CTM. If we are interested in
getting the Algorithmic Complexity (AC) of bitstring greater than twelve in length then we have to
consider the use of the Block Decomposition Method (BDM). Indeed, the Kolmogorov complexity of
long bitstrings becomes quickly intractable. To overcome this computational explosion, BDM follows a
divide and conquer kind of approach.

From ([33] p.14), the BDM of a string is given by:

BDM(s,I,m) = Y_CTM(s',m, k) + log(n;) (4)

5 Block of information bits encoded into a codeword by an encoder

6 We will argue its adequation for every context.
7 in the Shannon sense

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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In essence, BDM consist in slicing a sequence into smaller pieces so that we can benefit from the
computation that has been done for CTM. It is to be noted that the worst case estimation of K by BDM
will be as good as Shannon’s block entropy.

Reference works
for BDM can be found in: ([32,33])

4.3. Bounds - Entropy

It is a well implanted theoretical result that Shannon’s source coding theorem ([2,34]) sets a lower
bound for lossless compression algorithms. It establishes a global minimum as to how much the data
can be compressed down to without loss of information.

This constitutes one of the reason for not taking into account lossy data compression schemes.
Even though, they can go beyond the theoretical limit, we want to be able to compare the compression
ratio to the original information content.

In this work, we express it through Rényi Entropy (RE), which is a generalization of Shannon
Entropy. It is a one-parameter(x) information measure. It is defined ([3]) as follows:

1
11—«

n
Ho(X) = 7—log ) pj(x) (5)
i=1
with x € X, where X is a discrete random variable which can take n possible outcomes and p# (x) is
the probability of event x.

where « is called the order of Rényi Entropy.

The case where « = 1 yields Shannon Entropy also known as first-order Shannon Entropy:
n
Hy(X) = =} pi(x)log p;(x) (6)
i=1

Besides in practice, it is not always possible to have access to the average codewords lengths. Based on
theoretical results, we can however predict the Compression ratio (C;) limits.

Nevertheless, recently this theoretical bound is being challenged. Empirical research conducted
on images in ([35]) suggests that structural information about pixels of an image can not be captured
solely by statistical approaches.

A first-order entropy does not consider the context within the neighbouring of a pixel. One can
reason about this similarly to the way Convolutional Neural Network (CNN) filters exploit spatial
locality. The assumption of a degree of dependence between pixels or inductive bias, constitutes one
the strengths of CNN and their performance in Computer Vision (CV).

Furthermore, the behavior of Shannon Entropy and Algorithmic Complexity on graphs are
investigated in ([36]). Among other elements, this study exposes that the application of Shannon
Entropy better behaves, is more sensical if context is taken into account.

Indeed, in first-order Shannon Entropy, the probabilities of random variables are independent
of each other; which in the context of graphs is problematic because these have a precise structure.
Additionally, H lacks an invariant theorem ([36]), a property that guarantees convergence of results(up
to an additive constant) agnostic to the description language.

The aforementioned elements lead us to articulate that despite its foundational aspect Shannon
Entropy (H) has to be considered /modulated in light of the object under study.

4.4. The Reference Machine Question

The theoretical result given by the invariance theorem(2) guarantees that whatever the reference
universal Turing machine is, we will face a difference of at most a constant c.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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For resource-bounded Kolmogorov Complexity (K) and when considering applicable results; the
reference question is central. This notion of reference starts, involves and can lead to the following:

e  What model of computation? e.g.: Turing machine, A-calculus, combinatory logic, boolean
circuits. ..
*  How does the alphabet/encoding affect computation?

Some questions that can rise: does it actually matter? What is the impact of the alphabet and
encoding on the Compression ratio (C;)? From theoretical perspectives it may not be big of deal i.e.,
they have been shown to be Turing-complete. For the different models of computation, the Church-
Turing thesis/conjecture suggests that the computational power of these models are equivalent.

Nevertheless, if we consider that all models of computation can be reduced to the Turing machine,
from a practical/resource perspective the question is more nuanced. Intriguingly, this can be thought
of /linked to Wolfram's principle of computational irreducibility [37, Ch.12, p. 737].

One of the characteristics and strengths of Algorithmic Complexity is that it allows a program
independent specification of an object. Yet, in a resource-bounded Kolmogorov Complexity measure if
one takes into account finite and limited resources(e.g., compute, memory...) then one might want to
take advantage of every possible bit.

In our setting(CTM/BDM)), the taken path to approximate Algorithmic Complexity is mainly
time bounded. The induced precision loss caused by a too reduced allocated running time, is absorbed
by the fact that most programs halt quickly or never do ([38]).

As mentioned in Sections CTM 4.2.3, BDM 4.2 4, these computational approximations methods
rely on a reference universal prefix machine. The CTM exploits the link between the frequency
occurrence of a string and its Algorithmic Complexity. Both Algorithmic Complexity and Algorithmic
Probability work with respect to a reference Turing machine U.

We just mentioned that the description independence is a core feature of Kolmogorov Complexity.
Nevertheless, according to ([39]) completely getting rid of the machine dependence is not feasible.
In the field of Algorithmic Information Theory, the selection of the “best” or most suited reference
machine is still open question - if possible at all.

4.4.1. On the Power of Turing Machines

We build, make use of, evolve with digital computers. This has implications as how do we encode
the information from what we experience as reality into our computing devices. Which raises the
question about the nature of reality and therefore the mapping into our computing devices: analog,
digital, nature-inspired computing(e.g., DNA based computing), quantum computing.

From these different models of computation naturally rise the question of their universality and,
by extension their equivalences. Even though the definition of an algorithm does not make consensus,
an axiomatic approach to the theory of computation allows us to prove their theoretic correspondence.

Turing machine model is often chosen to implement (computable) functions. Concretely, in a day-
to-day setting this translates more closely to a finite-state machine(FSM) or finite-state automaton(FSA);
this is because the Turing machine is an idealized model with features such as unbounded memory.
Subsequently, making not easy to have a physical correspondence/implementation.

On the practical side i.e. when actually performing computation using an actual physical substrate,
we often want those to be fast, efficient and reliable. The Turing machine model is simple but powerful
([40]) enough to render the notion of "what is it to compute" clear and convincing. However, from
a practical perspective it is not efficient. Even multiplying tapes on the Turing machine model does
not help much. Furthermore, it has been shown that multi-tapes are equivalent to single tape Turing
machines ([41] p.213).

Could it be the case that universality in computation is more ubiquitous than what it appears at
first sight? A number of works and conjecture might suggest so. Hereafter, we present a some of them.

One of the key ideas that transformed the early computing machinery into computers as we know
them today is, mainly the concept of a stored program. More specifically, the ability to re-program the
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machinery without having to physically intervene i.e. using a software approach. This was formalized
and have been known under the von Neumann architecture. It is the commonly known computer
design paradigm but there are others e.g. Harvard architecture ...

When the notion of a stored program collides with the question about effective computation i.e. as
in real implementation; it raises the question about the expressive power of the machine model. This is
where Turing-completeness comes into play. Informally, and from a high level perspective, a machine
endowed with this property is able to compute everything that can be computed given reasonable®
time and space requirements.

The notion of Turing-completeness is also pivotal when characterizing the Algorithmic Complexity
(AC) of an object. Indeed, the Algorithmic Complexity of an object is specified with respect to a Turing
machine which by definition is a universal one. In Algorithmic Information Theory (AIT), Algorithmic
Complexity is cursed with uncomputability. Earlier, we argued that this can be flipped to our advantage.
However, in real world application, we prefer algorithms to be as efficient as possible. By pushing
our thought process further about efficient computing and universality, we can ask ourselves the
following: what are the requirements for a machine to hold the universal property? Or, do we actually need
Turing-completeness in everything scenario?

Allin all, in ([42]) the author addresses the question about the minimal instructions set that are
required in order to gift a machine with universal computation capabilities.

Another element favoring the "reduced requirements hypothesis" is Wolfram’s (2, 3)-machine,
with two states and three symbols has been shown to demonstrate universality ([43]).

Additionally, though still being a conjecture’, the principle of computational equivalence ([37, Ch.12])
suggests that most systems exhibit the same computational power. Taking that as a basis, it follows
that computation becomes a question of mapping some given inputs to outputs.

4.5. Impact — What's the added value of AIT?

The use(as in practical) of Algorithmic Information Theory (AIT) and, specifically Algorithmic
Complexity casts new perspectives on the Information Theory (IT) corpus. As mentioned in Section 4
some similarities between AIT and IT can be drawn and exploited.

This is precisely what powers the Block Decomposition Method. Theoretical results ([33]) assure
that in the worst cases it will behave like Shannon’s block entropy; otherwise it will provide more
granular/refined results.

If a problem can be posed as a prediction one then it is possible to resort to Algorithmic Information
Theory (AIT). In our setting, we are interested in quantifying the complexity of a string. That is, its
degree of randomness, yet again its incompressible character.

Some advantages of using BDM are:

¢  Parameter-free method,
¢  Computationally efficient,
*  Better encompasses the universal character.

Some of its shortcomings:

e Currently BDM’s approximation has been constructed using a two symbols or binary({0,1})
alphabet,
*  Its universal character.

5. Experimentation

In this part, we focus on applying the presented methods and listed in the next Section 5.2.

In the context of real world computation, this assumption needs to be made. This is in contrast with the theoretical model of
a Turing machine which does not made any.

As technically is the Church-Turing Thesis
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The objectives are twofold: weighing a string’s complexity through its approximated randomness.
The impact of the encoding i.e.: the chosen alphabet used to represent the source input.

5.1. Data - Text Sequence

A natural candidate to conduct an analysis on strings is probably the most commonly used
passwords collected from diverse leaks. Indeed, we are given sequences/strings that are collected
from different sources; in a sense, the bias toward material selection is minimized.

When dealing with passwords'” and trying to understand their complexities, it is important to
take into account the world of natural language. Naturally, passwords are dominantly composed of
different character sets. Still, in most cases, humans anchor variations around a word or a composite of
them. In order to have a better grasp about how to regard their complexities, we outline some elements
pertaining to the study of natural language.

In the fields of linguistics, computational linguistics, one important question concerns the com-
plexity of languages between them. In other words, are some natural languages more complex than
others?

To characterize something as complex or the lack thereof, a measure(s) of some sort is(are) required.
In natural language, complexity analyses can be conducted along the following axes: phonology, syntax,
morphology, semantics and lexicon, pragmatics ([44] p.15).

The question about the equivalence between languages has been crystallized under the equi-
complexity hypothesis by C. Hockett ([45]). It argues that complexities between languages are about
equal to each other.

If the morphological and syntactical complexities are considered, the underlying mechanism that
enables this levelling is called the trade-off hypothesis. This can be comprehended as follows: in most
cases, if a language exhibits high morphological complexity it will have low syntactic counterpart; and
vice-versa ([45]).

In a similar vein ([46]) conduct a large scale study concerning how information is structured in
languages. Their quantitative analysis supports that languages prominently relying on word order
rely less on morphological information.

([? ]) identify and test a number of different morphological complexity measures e.g.: information
in word structure(WS), word and lemma entropy(WH, LH). Some of them are derived from the field
of information theory - Shannon Entropy. They observe a positive correlation between the different
measures.

The previously outlined elements were just a glimpse into the world of linguistic and tangent
fields. Nonetheless, we can observe that information-theoretic methods permeate different domains.
Still, for entropy-based /derived measures, two aspects need to be taken into account. First, in order to
be computed one has to have access to the underlying probability space governing the phenomenon
of interest; this can be approximated by different means. Second, mirroring Algorithmic Complexity
(AC) which studies individual objects, Shannon Entropy (H) quantifies a random object drawn from
the probability distribution.

([44]) explores the Kolmogorov Complexity (K) approach to linguistic complexity; the taken path
makes use of lossless compression algorithm i.e. gzip. However, lossless compression algorithms
deliver an upper limit to K and, do not work well for short strings.

Incidentally, throughout this work, we make use of the word information or information content.
Nowadays, this term is used for anything and everything. A formal definition is provided by ([47])
taken verbatim as follows:

10" This probably applies even more to passphrases.
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Definition 2 (Information content measure). A partial function I from strings to N is an information content
measure if it is right-c.e.'! and Yi(0)) 2-1(9) s finite.

Additionally, also as being one of the instigator of the AIT field, ([48]) proposed a definition of
information. With this initiative, he wanted to re-found the bases of probability theory based on the
theory of recursive functions ([48,49]).

One of the key takeaways is that having a "self-contained", universal measure is a hard problem.
This is similar to the requirements for universal source coding or data compression. To the best of our
knowledge, the Kolmogorov Complexity approximation based on Algorithmic Probability is one of
the few existing practical measures satisfying these requisites.

On an empirical level, enriched with the aforementioned elements, we decided to use a list of
leaked passwords provided by NordPass'?. They have compiled and extracted the two hundred most
commonly used passwords from 4.3TB of data ([50]).

5.1.1. Preprocessing and Computing

We assumed the data(Section 5.1) to be ready-to-use so to speak. Nevertheless, we found three
passwords that have duplicate instances/rows'?: "123456789’, 000000", 987654321".

This brings the number of unique strings to 197 in place of the initial 200.

Additionally, for reasons explained in the Section 5.10, the number of usable strings for compar-
isons between all algorithms outputs will be reduced to 173.

5.2. Methods

As described in the 4.3 section, we can only approximate to a certain degree the randomness of a
bounded string. The choice of the reference machine and the encoding to represent the string has a
direct impact on its quantified approximated Algorithmic Complexity (AC).

In this section, we put to the test the presented algorithms i.e.:

¢  Run-Length Encoding (RLE) - € entropy coding, lossless compression [4.2.1]

*  Huffman Coding (HC) - € entropy coding, lossless compression, [4.2.2]

¢  Coding Theorem Method (CTM) / Block Decomposition Method (BDM) - custom built around
Algorithmic Probability [4.2.3, 4.2.4]

For each of the aforementioned algorithms, we proceed as follows:
1. Apply the RLE, HC, CTM/BDM algorithms on the strings; if possible, in their “native” /default
representation - usually using an alphanumeric character encoding.

2. Apply the three algorithms on the passwords in their binary representation
3. Outline and compare the results

11 A function f is right-c.e. if it is computably approximable from above, i.e. it has a computable approximation f; such that

fox1(n) < fs(n) for all s, n.
https:/ /nordpass.com
The reason for this duplicates is unclear, it has been reported.

12
13
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Figure 2. Experiment Workflow.

5.2.1. On Computing Entropy

A number of approaches have been developed to compute Shannon Entropy. The two main
approaches that stand out are based on: 1) the maximum likelihood estimation(MLE)'* and 2) using
Bayesian approximation ([51]).

In a series of papers: ([52-54]) similar approximation methods are developed. This eventually
shaped the Schiirmann-Grassberger estimator ([55]). The added value of this approach is that it can be

maximally bias minimized.

F 54]):
rom ([54]) owmg Kol (-1
H2:i_ll\l[(¢(N)—¢(ki)+log(2)+]; i ) 7

where ¢(x) ~ log(x) —1/2x
We contribute an implementation of this approach through the pybdm ([1]) software package.

5.2.2. On computing BDM

The strings/passwords published by [50] are composed of alphanumeric'® characters.

By ASCII encoding, we mean a string under the usual form: abcd. The word string and ASCII is
used interchangeably.

From ([56]):

ASCII code. The standard character code on all modern computers (although Unicode is becoming a
competitor). ASCII stands for American Standard Code for Information Interchange. It is a (1+7)-bit
code, with one parity but and seven data bits per symbol. As a result, 128 symbols can be coded.
They include the uppercase and lowercase letters, the ten digits, some punctuation marks, and control
characters.

Our objective is to compute the approximated Algorithmic Complexity (AC) through the Block
Decomposition Method (BDM) of an object which in this case is a string under the ASCII format.
However, BDM which is based on Coding Theorem Method has been computed for binary codes i.e.
with an alphabet solely constituted of {0,1}.

We circumvent the current BDM shortcoming by converting the ASCII encoded strings into their
binary form. Using this technique, we are able to measure the approximate Algorithmic Complexity of
the string(in this case we work with passwords).

14 Also known as the plugin estimator
15 Thatis, composed of a combination of characters and numbers
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5.3. Strings Under Their Default Alphabet Representation

In this section, we follow the workflow exposed in Figure 2 and report our results.

5.3.1. (1) - Shannon Entropy applied to strings

We start by computing the Shannon Entropy of strings.
An excerpt of some values:

696969 1.7913941946557577
Liman1000 2.133632995966046
asdf1234 2.017457140896491
147852369 2.1960370829590756
asd123 1.7270050849709604

Entropy distribution of NordPass2022 most common passwords/strings

70
60

50

30
20
) I
. [ ] [ ] .. L .—
14 1.6 1.8 2.0 2.2 2

Shannon Entropy

Count

4

Figure 3. Histogram: Shannon Entropy - scipy.

On the x axis, we have the Shannon Entropy of strings and their count on the y.

statistic ! value
str i T64
1

count 1 197.8
null_count | @.8

mean | 1.984859
std | B.221249
min | 1.897478
25% | 1.79@259
Se% | 1.791759
75% | 2.877243
max i 2.396336

Figure 4. Descriptive statistics - Shannon Entropy of strings.

5.3.2. (3) - Run-Length Encoding Applied to Strings

We apply the Run-Length Encoding on the strings.
An excerpt of the Run-Length Encoding applied to the ASCII representation:

(l>e’, ’97, 6>, 297, 767, °9]1, [1, 1, 1, 1, 1, 11)
([’L,’ ,i,, ,m,) ,a,) ,n,) ,1,7 ’O,], [1’ 1, 1, 1’ 1’ 1, 3])
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(’a’, ’s?, 42>, 2£2, 212, 22>, 23>, °4°], [1, 1, 1, 1, 1, 1, 1, 1])

(1>, 24>, 27>, 282, °52, 22>, °3>, 6>, °9°], [1, 1, 1, 1, 1, 1, 1, 1, 11)
(r’a’, ’s?, 247, 12, °2°, °3°1, [1, 1, 1, 1, 1, 11)

([’a’, ’a’, ’n’, °i’, 2e’, °1°1, [1, 1, 1, 1, 1, 11)

(12, 022, 2321, [1, 1, 11)

(r’s°1, [7H

In each tuple, the first list represents the encoded variables, the second list represents the run-control
variables.

Note
Run-Length Encoding computed using python-rle (H).

5.3.3. (4) - Huffman Coding Applied to Strings

In this case, we transform the string representation into its Huffman Coding form. This set-
ting explores how a reduced output alphabet({0,1}) impacts the Shannon Entropy and Algorithmic
Complexity.

An excerpt of the Huffman Coding (HC) applied to strings:

696969 010101

Liman1000 001011100010101000111111

asdf1234 100111101110000001010011

147852369 11100011001010101111000011110

asd123 1110100100101110

daniel 1011000111111000

123 10110

5555555 --> The alphabet for Huffman must contain at least two symbols. <--

The first column represents the string and the second column its Huffman Coding.
The last row showcases the requirement for the source alphabet to be composed of at least two
symbols.

Note
Huffman Coding computed using sagemath (H).

5.3.4. (5) - Shannon Entropy Applied to HC

In this case, we compute the Shannon Entropy on the Huffman Coding form of the string.

Some examples include the following:

696969 010101 1.7917063276766527
Liman1000 001011100010101000111111 3.1780011182265513
asdf1234 100111101110000001010011 3.1780006887965433
147852369 11100011001010101111000011110 3.3672433317994823
asd123 1110100100101110 2.772536500777123
daniel 1011000111111000 2.772536500777123
123 10110 1.6093870364705087

The first column represents the initial string, the second column its Huffman Coding and the
third column represents the entropy of its HC form.
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Figure 5. Histogram: Shannon Entropy - HC form.

T
statistic i value
str i o4
{

count | 173.8
null_count i @.2
mean \ 2.B3B165
std i B.428549
min ! 1.6@89387
25% | 2.7@7997
58% i 2.772537
75% ¢ 3.178p@1
max i 3.610866

Figure 6. Descriptive statistics - Entropy of HC.

5.3.5. (6) - Block Decomposition Method Applied to HC

In this section, we look at the Block Decomposition Method compute of the Huffman Coding
form of strings.

Hereafter, follows some examples:

Liman1000 001011100010101000111111 65.28075296319241
asdf1234 100111101110000001010011 66.64156258471269
147852369 11100011001010101111000011110 68.67718649444342
asd123 1110100100101110 32.835380112641985
daniel 1011000111111000 32.58846537217148

The first column represents the initial string, the second column its Huffman Coding and the third
column represents the Algorithmic Complexity approximation using Block Decomposition Method of
its HC form.

We note that the minimum length required to be able to compute is twelve, which brings the
number of computed elements to 148.
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Algorithmic Complexity distribution of NordPass2022 most common strings on HC form
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Figure 7. Histogram: Algorithmic Complexity - strings HC form.

|
statistic i value
str i &4

1
count | 148.0
null count | 9.8
mean | 43.81593
std | 16.19676
min | 30.434842
25% | 32.816271
5e% | 33.854745
75% | 54.154342
max i 108. 254349

Figure 8. Descriptive statistics - BDM of HC.

5.4. Strings as Bitstrings

In this section, if applicable, we consider the previously applied computations on the bitstring
representation of the strings.

By bitstring, we mean the binary representation(output alphabet consisting of {0,1} only) of a
string e.g.:
(abcd): 01100001011000100110001101100100

5.4.1. (7) - Shannon Entropy of Bitstrings
We start by computing the Shannon Entropy of the binary representation of the string.

An excerpt of the computed values:

696969

(°001101100011100100110110001110010011011000111001°, 3.1780538303479453)

Liman1000

(?010011000110100101101101011000010110111000110001001100000011000000110000°, 3.367295829986474)
asdf1234

(20110000101110011011001000110011000110001001100100011001100110100°, 3.3322045101752034)
147852369

(2001100010011010000110111001110000011010100110010001100110011011000111001°, 3.4965075614664802)
asd123
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(2011000010111001101100100001100010011001000110011°, 3.0445224377234235)

Entropy distribution of NordPass2022 most common bitstrings

Il-_
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Figure 9. Histogram: Shannon Entropy - bitstrings (scipy).
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statistic value
str fed
count 197.8
null_count B.a

mean 3.266832
std B.276083
min 2.382585
25% 3.135494
58% 3.258897
75% 3.496588
max 3.978292

Figure 10. Descriptive statistics - H of bitstrings.

5.4.2. (8) - Block Decomposition Method Applied to Bitstrings

In this case, we compute the Block Decomposition Method values of the bitstring representation
of passwords.

Here are a few examples of values:

696969

(°001101100011100100110110001110010011011000111001°, 135.00537752642254)

Liman1000

(2010011000110100101101101011000010110111000110001001100000011000000110000°, 196.59170185783432)
asdf1234

(20110000101110011011001000110011000110001001100100011001100110100°, 165.65408264230527)
147852369

(2001100010011010000110111001110000011010100110010001100110011011000111001°, 202.74909242058078)
asd123

(2011000010111001101100100001100010011001000110011°, 135.44662527488683)
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Algorithmic complexity distribution of NordPass2022 most common bitstrings
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Figure 11. Histogram: Algorithmic Complexity - bitstrings.

|
statistic i value
str ; a4
count ! 197.8
null_count | 9.8
mean | 134.535911
std | 41.844793
min | 34.1100@2
25% | 128.@803795
S5@% | 133.837933
75% | 164.647163
max ; 236.94829

Figure 12. Descriptive statistics - BDM of bitstrings.

5.4.3. (9) - Run-Length Encoding Applied to Bitstrings

In this section, we apply the Run-Length Encoding on the bitstring representation of passwords.

Because of the huge verbosity, we give one example of the Run-Length Encoding on a bitstring.
The following bistring: 001101100011100100110110001110010011011000111001 representing 696969
is encoded as follows:

o, t,0,1,0,10,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1]
(2, 2,1,2,3,3,2,1,2,2,1,2,3,3,2,1, 2, 2,1, 2, 3, 3, 2, 1]

The first list represents the encoded variable. The second list represents the run-control variable. In
order to reconstruct the original bitstring, one has to take the symbol of the first list and have its
occurrence multiplied by the integer in the run-control variable list. This process has to be repeated for
each encoded variable. In the end, their concatenations yield back the original bitstring.

For readability sake, we have removed the single quotes from the symbols of the encoded variable list.

5.4.4. (10) - Huffman Coding Applied to Bitstrings

In this case, we take the Huffman Coding representation of a bitstring.

Here are some computed encodings:
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696969

001101100011100100110110001110010011011000111001
001101100011100100110110001110010011011000111001

Liman1000
010011000110100101101101011000010110111000110001001100000011000000110000
101100111001011010010010100111101001000111001110110011111100111111001111
asdf1234
0110000101110011011001000110011000110001001100100011001100110100
1001111010001100100110111001100111001110110011011100110011001011
147852369
001100010011010000110111001110000011010100110010001100110011011000111001
110011101100101111001000110001111100101011001101110011001100100111000110
asd123

011000010111001101100100001100010011001000110011
100111101000110010011011110011101100110111001100

daniel

011001000110000101101110011010010110010101101100
100110111001111010010001100101101001101010010011

123

001100010011001000110011

110011101100110111001100

For each group of three lines, the first line represents the initial string, the second line its binary form
and the third its Huffman Coding representation.

We notice that applying the Huffman Coding to the bitstring representation generate two possi-
ble outcome. One output behaves like the bitwise AND operator results to zero. The other case acts as
the identity operator.

5.4.5. (11) - Shannon Entropy Applied to HC

For this case, we compute the Shannon Entropy of the Huffman Coding form of bitstrings.

Here follows a few computed values:

696969

001101100011100100110110001110010011011000111001 3.1780538303479453

Liman1000

101100111001011010010010100111101001000111001110110011111100111111001111 3.761200115693562
asdf1234

1001111010001100100110111001100111001110110011011100110011001011 3.58351893845611

147852369

110011101100101111001000110001111100101011001101110011001100100111000110 3.6635616461296463
asd123

100111101000110010011011110011101100110111001100 3.295836866004329

For every pair of lines, the first line is the initial string, the second represents its Huffman Coding
followed by its Shannon Entropy.
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Shannon Entropy distribution of NordPass2022 most common bitstrings under HC form
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Figure 13. Histogram: Shannon Entropy - bitstrings HC form.

statistic value
str 64
count 197.8
null_ count a.a

mean 3.486785
std B.229385
min 2.484987
25% 3.258097
5% 3.481197
75% 3.555348
max 3.978292

Figure 14. Descriptive statistics - Shannon Entropy of bitstrings HC form.

5.4.6. (12) - Block Decomposition Method Applied to HC

In this section, we compute the Algorithmic Complexity approximation using the Block Decom-
position Method of the Huffman Coding of the bitstrings.

Here is an excerpt of the computed values:

696969
001101100011100100110110001110010011011000111001 135.00537752642254
Liman1000

101100111001011010010010100111101001000111001110110011111100111111001111 196.59170185783432
asdf1234

1001111010001100100110111001100111001110110011011100110011001011 165.65408264230527
147852369

110011101100101111001000110001111100101011001101110011001100100111000110 202.74909242058078
asd123
100111101000110010011011110011101100110111001100 135.44662527488683

For every pair of lines, the first line is the initial string, the second represents its Huffman Coding followed
by its approximated Algorithmic Complexity value.

025 by the author(s). Distributed under a Creative Commons CC BY license.
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Algorithmic Complexity distribution of NordPass2022 most common bitstrings under HC form
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Algorithmic Complexity - HC form

Figure 15. Histogram: Algorithmic Complexity - bitstrings HC form.

statistic ! value
str E 64

T
count i 197.8
null_count | 2.8
mean i 134.535911
std 1 41.844793
min | 34.1190082
25% i 128.803795
5% ! 133.837933
75% i 164.647163
max i 236.94829

Figure 16. Descriptive statistics - BDM of bitstrings HC form.

5.5. Shannon Entropy of Strings and Bitstrings - t-Test

In this section, we look at how an object in a given alphabet(source) influences its Shannon Entropy. Remark,
if not explicitly stated, the H is computed using the scipy library.

We consider a f-test, the entropies of strings constitute the first sample and, the entropies of bitstrings constitute
the second sample.

T
statistic | value
str i 64
{

count | 197.@
null_count i @.2

mean ! 1.984859
std i B.221249
min ! 1.897478
25% | 1.798259
5% i 1.791759
75% | 2.877243
max i 2.396336

Figure 17. Descriptive statistics - H of strings.

) 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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T
statistic i value
str i a4
count ! 197.8
null_count | @.@
mean | 3.266832
std | @.276083
min | 2.382585
25% | 3.135494
S@% | 3.258097
75% | 3.496508
max i 3.978292

Figure 18. Descriptive statistics - H of bitstrings.

We use a t-test to quantify the statistical difference between the two samples.

We report a t-test of: + = —54.040978301395626, p = 4.640606929647199¢ — 184

Thus, we can say that the mean entropy of the strings are significantly lower than the mean of their bitstring
counterpart.

5.6. Run-Length Encoding of Strings and Bitstrings

string encoded_variable Tun-control_variable ! Tun-ctrl var_card entrIopy
str list[str] list[iB4] i iG4 f64
T
vip ["w™, 1", "p"] [1, 1, 1] | 3 1.897478
123 [i=, "2, "3"1 [1, 1, 1] | 3 1.898479
usIT ["w™, "s", "I"] [1, 1, 1] | 3 1.@98554
love ["i=, "o", "v", "e"] [1, 1, 1, 1] |4 1.384739
3681 ["3=, "&", "a", "1"] [1, 1, 1, 1] | 4 1.385272
1234 [rie, "2v, "3", "4"] [1, 1, 1, 1] |4 1.386049
1111 ["1"] [4] 11 1.386294
Gizli [e", "i*, "z", "1", "i"] [1, 1, 1, 1, 1] |5 1.594994
quest ["g", "u", "e", "s", "t"] [1, 1, 1, 1, 1] | & 1.687457
hello ["h™, "e", "1, "o"] [1, 1, 2, 1] | “ 1.688895
Figure 19. RLE of 10 lowest entropy strings.

I [ !
string i encoded_variable run-control_variable i run-ctrl_war_card | entropy
str ; list[str] list[i64] ; i64 i 64

T T T
azertyuiop | ["a", "z", "e", "1", [, 1,1, 1,1, 1,1, 1, ; 1@ | 2.3e0061

[ Ty, "u™, "i", "o", 1, 1] i !

e |
basketball | ["b", "a", "s", "k", [, 1,1, 1,1, 1,1, 1, { 9 | 2.38@393

[ "e", "t", "b", "a", "1"] 2] i I
9136668099 | ["9", "1", "3", "&", [1, 1, 1, 3, 1, 1, 2] i 7 | 2.300827

| "8", "e", "3"] i |
123456789@ | ["1", "2", "3", "4", [, 1,1, 1,1, 1,1, 1, ; 18 | 2.301087

{ "§",  "g", "7", "B", "g", 1, 1] i i

1 "en] I i
geertyuiop | ["g", "w", "e", "I", [, 1,1, 1,1, 1,1, 1, {18 | 2.3@1239

[ Ty, "u™, "i", "o", 1, 1] i !

e |
1234554321 | ["1", "2", "3", "4", [, 1,1, 1,2, 1,1, 1, { 9 | 2.382201

[T S R L | 1] i I
1111111111 | ["1"] [1e] i1 | 2.382585
password123 | ["p", "a", "s", "w", [, 1, 2, 1,1, 1,1, 1, { 1@ | 2.3494325

i "e", "r", "d", "1, "2", 1, 1] i !

{371 I |
googledummy | ["g", "o", "g", "1", [, 2,1, 1,1,1,1, 2,149 | 2.396244

{oteT, mdv, "wr, tm, "yl 1] i |
12345678910 | ["1", "2", "3", "4", [, 1, 1, 1,1, 1,1, 1, {11 | 2.396336

{ "=, "s", "7", "8", "g", 1, 1, 1] i I

L. e : |

Figure 20. RLE of 10 highest entropy strings.
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T |

bitstring encoded_variable Tun-control_varia | string Tun-ctrl_var_car | entropy

--- - ble - d —
str list[str] - | ostr - | TB4

list[i64] I ig4d I
1 T

e2llogaladllealod ["@=, "1", "@", [2, 2, 3, 1, 2, 1123 12 | 2.3@82585
2110811 "1, "e', "1, 2,2,1, 3,2, 2,1 !
"ar, "1", "a", 2] ] i
"1, e, "17] i i

g111@11021101001@ | ["@~, "1", "@", [1, 3, 1, 2, 2, | vip 13 | 2.4849@7
11108@2 "1v, o ter, "1iv, 2,1,1, 2,1, 1, i i
"a", "1, "e", 3, 4] I i
1T, "e', "1, ] !
"0°] i |

p2llegalaglleenld ["@=, "1", "&", [2, 2, 3, 1, 2, P 1111 1e | 2.4849@7
plioa@ileellaanl v, e, "1, 2,3, 1,2, 2,3, i i
"ar, "1", "a", 1, 2, 2, 3, 1] ] !
"1, "e', "1, ] !
"ar, "1", "a", ] i
"1°] i |

p2lleogapadlleapad ["@~, "1", "&", [2, 2, &, 2, 6, | Poe@en 13 | 2.4849@7
pligagapallogepad 1T, "', "1, 2, 6,2, 6,2,6, | |
lileoaeanlloaae "ar, "1v, "a", 2, 4] i i
1T, "e', "1, ] !
"a°] i |

p2llegllaellallea ["@=, "1", "&", [2, 2, 2, 2, 2, 3681 14 | 2.564949
plidogapallognl 1T, "e", "1i", 2,1, 2,3,2,6, | !
g, "1, "e", 2, 3, 1] i i
"1, e, "1, | |
"e", "1"] | !

e2llocala@llealod ["@=, "1", "@", [2, 2, 3, 1, 2, i 1234 17 | 2.564949
pllgdlleallale 1T, "e', "1, 2,2,1, 3,2, 2, | !
"gt, "1, "e", 2,2,2,1,1, 2] i i
"1, tear, "1iv, ] i
"ar, "1", "a", ] !
"1, "e"] | |

plilg@lalalllenlld ["@=, "1", "@", [1, 3,1, 1, 1, | usT 15 | 2.639@57
1l1@a1a "1, "e", "1, 1, 1, 3, 2, 2, 1, 1| !
", "1, "@", 3, 2,1, 1] i |
"1, "e", "1", ] |
"e", "1, "@"] i i

p2llaealoelleapod ["@=, "1i", "@", [2, 2, 3, 1, 2, | 1@2@3 16 | 2.639@57
pliodlapdlloeood "1, "e', "1, 2,6,2,2,1, 3, i !
118811 "ar, "1", "a", 2,6, 2,2, 2] ] i
1T, "e", "1i", ] !
"ar, "1", "a", i i
1] i i

Figure 21. RLE of 10 lowest entropy bitstrings - 1.

g2llegala@lleenaa ["e=, "1, "av, 2, 2, 3, 1, 2, | 1e1@1@ 19 | 2.7@805
Alice@ilealloapood "1m, "ev, "1", 2,6, 2,3, 1, 2, | i
lilggalaglloaae "a, "1", "a", 2,6,2,3,1, 2, | ]
"1m, "er, "1v, 2, 4] i ]
"ar, "1iv, "a", ! ]
1T, "er, "1", i ]
"] | i

@2llogalo@lleenlad ["e=, "1", "e", [2, 2, 3, 1, 2, 111111 28 | 2.7@8805
Aligeglealloanload "1, "e", "1 2,3,1, 2,2, 3, | ]
ll@@al "av, "1", "a", 1, 2,2, 3,1, 2, | ]
"1, "e", "1", 2, 3, 1] i i
"av, "1iv, "a", i ]
"1m, "ev, "1", ! ]
o, "1} | |

© 2025 by the au

Figure 22. RLE of 10 lowest entropy bitstrings - 2.
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| T |
bitstring encoded_variable | run-control_var | string run-ctrl_var_ca | entropy
.- - | iable R d |-
str list[str] — | str --- | Te4
i list[i64] i i64 i
T 1 |
@111ge@1e11eeesl | ["@", "1", "@", | [1, 3, 3, 1, 1, | gazwsxedc 36 | 3.637586
@1111eie@111@111 | "1, "@", "1", 1 2, 4,1, 1, 4, | i
@lllgeilellliese | "e", "1", "&", | 1, 1, 2, 3, 1, | |
gllgglelelleeiee |{ "1, "@", "1", 1 3, 1, 3, 2, 2, | |
21189211 "g", "1", "e", 11, 4, 4,2, 2, | E
=1", "@", "1, 11,1,1,1, 2, | i
g, "17,. 12,1, 3, . i E
pl1lee@1ellleill | ["e", "1, "8", | [1, 3, 3, 1, 1, | gweasdzxc 36 | 3.637586
oliegieielleeedl ; "1, "e", "1", 13, 1,3, 1, 2, | |
glileeilelle@iee | "e", "1", "e", 12, 1,1, 1,1, | i
@lilleie@11liesa ; "1, "@", "1", 1 2, 4,1, 1, 3, | |
21109811 "g", "1", "@", 12,2,1,2, 2, i
=1", "e", "1, 11,3, 4,1, 1, | !
g, "1, . 12,4, 4, . ! !
gllgeele@lleeedl | ["@", "1", "@", | [1, 2, 3, 1, 2, | basketball 45 | 3.637586
@l1leeiie1ieie1l | "1, "e", "1", | 2, 4, 1,1, 3, | |
gl1p@1@1e1lleiee | "e", "1", "e", 12, 2,1, 2,1, | i
plipeeieelleeeel | "1, "@v, "1, |1, 1,2, 1,2, | |
glieliee@1leiies ; "e", "1", "&", 1 2, 1,1, 1,1, | |
={", "@", "1, 13, 1,1, 3, 2, | i
", "17,. 13,1, 2, . ! |
@11e1e@181101180 | ["@", "1, "8", | [1, 2, 1, 1, 2, | iloveyou 38 | 3.663562
glielliieilleile | -1, "e", "1", |1, 1,2, 1, 2, | E
gl11e@1@1@1111@01 | "B", "1", "@", | 3, 2, 1, 4, 1, | i
@l1l@1111@111@1@1 | "1, "@", "1", 1 3, 1, 2, 2, 2, | E
=g", "1", "@", 2,1, 1, 1,1, | i
={", "@", "1, 14,2, 1,1, 2, | i
e, "17,. {1, 4,1, . | i
@ellge@ieelleels | ["@", "1, "@", | [2, 2, 3, 1, 2, | 12345gwert 45 | 3.663562
galleeileelleies ; "1, "e", "1", 1 2, 2,1, 3, 2, | i
gellglelelllesdl | "e", "1", "e", 1 2, 2,2, 2,1, | |
@l11@111e11ee1el | "1, "@", "1", 1 1, 4, 2, 1,1, | E
gllleele@llleiee |{ "e", "1", "8", | 1, 1, 1, 3, 3, | |
=1, "en, "1v, 11,1, 3,1, 3, | |
g, "1, . i1, 2, 2, . i i
@lielle@@llelieel | ["e”, "1", "@", | [1, 2, 1, 2, 3, | liverpool 39 | 3.688879
gl11911@@11@@101 | "1, "@", "1", 12, 1,1, 2,1, | i
glilgeie@llleeds | "8, "1", "&", 11, 3,1, 2, 2, | |
@11e1111@11@1111 { "1, "@", "1", 1 2, 2,1, 1,1, | |
a11811e0 "g", "1", "a", 11,3, 2,1, 2, | i
=1", "@", "1", 13,5, 2,1, 4, | |
", "17,. i1, 2,1, . ! E
Figure 23. RLE of 10 highest entropy bitstrings - 1.
@llpgeeiellliels | ["e", "1, "@", | [1, 2, 4, 1, 1, | azertyuiop 45 | 3.7612
gliegieiellleele ; "1, "e", "1", 1 4, 1,1, 2, 2, |
@lileie@e111ieel | e, "1", "e", 12, 1,1, 1,1, | i
@lilgieielleiesl ; "1, "@", "1", 1 3, 2,1, 2,3, | |
@1ieliiiellleede ; "e", "1", "e", 1 1, 1, 3, 4, 2, | i
=1", "e", "1, 11, 1,3, 1,1, | !
g, "1, i1, 1, 1, . i |
@lllgeee@lleeesl | ["@", "1", "@", | [1, 3, 5, 2, 4, | passwordl23 | 42 | 3.806662
@l1leeiieillee1l { "1, "e", "1, 11, 1, 3, 2, 2, | i
@1119111@11@1111 | "@", "1", "8", 1 1, 3, 2, 2, 1, | E
glileeieelle@iee | "1, "@", "1", | 3,1, 3,1, 2, | |
opllgealeelleale ; "e", "1", "8", 1 1, 4,1, 3, 2, | |
oe110811 ={", "e", "1, 11, 2,2,2, 1, 1 i
g, "1, L 4,2,3, . i |
@111ge@18111@111 | ["@", "1", "@", | [1, 3, 3, 1, 1, | guertyuiop 45 | 3.806662
gligglelelllesle | "1, "@", "1, | 3, 1, 3,1, 2, | E
gl1le1eee1111ee1l | "e", "1", "e", |1 2, 1,1, 1,1, | i
@l1191@lelleied1 | "1, "@", "1", 1 3, 2, 1, 2, 3, | E
glieliiieilleeee | "e", "1", "e", | 1, 1, 3, 4, 2, | |
={", "@", "1, 11, 1,3 1,1, | !
g, "17,. i1, 1, 1, - i |
@118@11181181111 | ["@", "1", "@", | [1, 2, 2, 3, 1, | googledummy | 52 | 3.970292
@11e1111eilee11l ; "1, "e", "1", 1 2, 1, 4,1, 2, | i
gllellee@lleelel | "e", "1", "e", 1 1, 4,1, 2, 2, | |
gliegiee@llleiel ; -1, "e", "1, 1 3, 1, 2,1, 2, | i
gliellel@lleiiel | "e", "1", "e", | 3, 2,2, 1,1, | |
21111e@1 =1", "@", "1, 11,1,2,2, 1, | |
8", "17,. i 3, 3,1, . E i

). Distributed under a Creative Comm

Figure 24. RLE of 10 highest entropy bitstrings - 2.
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T T T
describe i string | encoded_variable run-control_variable | run-ctrl_var_card entropy
str : str ! str str IE 64 64
count ] 197 f 197 197 I 197.0 197.@
null_count | @ i@ -] 0.8 8.8
mean | null i null null | 6.876142 1.904859
std | null | null null | 2.371017 8.221249
min | B0ee0D | null null i 1.e 1.297478
25% | null | null null | 6.@ 1.790259
0% | null | null null | 6.0 1.791759
75% | null | null null i B0 2.877243
max | zzzzzz | null null | 11.@ 2.396336

I | I

Figure 25. Descriptive statistics - strings H and corresponding RLE.
describe bitstring encoded_variab run-control v | string | run-ctrl var_ | entropy
--- - le ariable - card -
str | str --- | --- | str | =-- i f64

{ str | str 1 | fod 1

1! ! i ! i
count 1 197 197 | 197 1 197 | 197.9 1 197.@
null_count 5] ] ] [} 2.8 8.2
mean null null null null 29.654822 3.266832
std | null null | null i null | 6.955591 1 ©8.276003
min | 2011p000001100 | null | null | @p@@@ed | 12.@ i 2.3@2585

goeolleaaaall | |

| eeee.. | | | H
25% null null null null 25.0 3.135494
5@% null null null null 29.@ 3.258097
75% null null null null 34.8 3.4965@8
max 2111181001111 null null ZZIFIT 52.@ 3.970292

| 19@111181@9@111 ]

 1eze- | ] |

Figure 26. Descriptive statistics - bitstrings H and corresponding RLE.

5.7. Huffman Coding of Strings and Bitstrings

In this section, we compare various combinations of computed entropies and Algorithmic Complexity (AC).
Specifically, we extract based on Shannon Entropy (H) and Algorithmic Complexity the 10 lowest and 10 highest
strings and bitstrings under their Huffman Coding form.

5.7.1. Huffman Encoded Strings

In the following, we look at the Huffman Coding representation of strings. We compute their entropies
under the software packages of:

. scipy,

*  pybdmEnt - default entropy implementation of pybdm package,

*  pybdmEntSGE - our entropy implementation using the Schiirmann-Grassberger estimator, see eq. (7),

*  Their approximated Algorithmic Complexity (AC) or K using the Block Decomposition Method with pybdm.

I T T T I T
str_as_hc ! len | H{scipy) : H{pybdmEnt) | H{pybdmEntSGE) ! K{pybdm) | string
str | i32 | Te4 i Te4 | f64 | f6a | str

1 1 1 1 1 1
110010101910180811888111 ! 24 E 1.609387 E 3.25 E 2.25 ! 64.154342 E 9136668099
1 i i i i | i
0110011101018811680181 i 22 | 1.609387 | 1.8 1.8 | 32.955674 | juwentus
P9E118110011111081 {18 | 1.609387 | 1.8 1 1.8 | 34.894274 | welcome
11a011008111818018 i 18 | 1.7917@6 | 1.0 i1.@ | 32.556404 | internet
18011@111@1181010108808 | 24 | 1.791786 | 3.25 1 2.25 | 62.5538@84 | jordan23
1 I i i i | i
09101110001018100811111 i 24§ 1.7917@6 | 3.25 i 2.25 | 65.2808753 | Limanl@ee
1 I I I I I I
PER12e01910101100111101 i 34 | 1.7917@86 | 3.25 i 2.25 | 54.730857 | Groupd2@13
1e011@11111 i i i i ] i
112090118118@8111 {16 | 1.7917@6 § 1.8 i 1.8 | 33.854745 | jordan
1801011180108111 i 16 | 1.7917@6 | 1.0 i 1.8 | 32.363759 | 123654
11001181111011110008618 | 34 | 1.791786 ;| 3.25 1 2.25 | 67.021835 | 123456789a
18a11180181 i ; F ; i F

Figure 27. 10 strings with lowest H in their HC form - sorted(asc.) on H(scipy).
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T
str_as_hc len | Hiscipy) H{pybdmEnt) HipybdmEntSGE) | K(pybdm) string
str i3z fed fod fed i fod str
1
leel9lllgllleenl 16 3.367243 1.0 1.8 E 32.816271 123456
pe@edl@ldelllelllliealie | 24 3.367243 | 3.35 2.25 i B5.311414 1234qwer
leelollleenlele@lllliell 29 3.367243 | 3.25 2.25 | B7.2B2908 | 789456123
11000 i
leleleced@llllp@llee@ll 2z 3.496456 1.0 1.8 { 32.322732 | password
pegallelale@lllllesellal 24 3.526308 | 3.25 2.25 | B3.B77877 | computer
pllllesellinlllipedlee 28 3.526308 1.0 1.8 i 34.157308 sunshine
lalelllelelllea 16 3.526308 1.0 1.8 { 30.585778 | junior
glllgl@leenlllllelee 28 3.526388 1.0 1.8 | 32.934916 | charlie
pleige@leleslallaeallilll 24 3.618866 | 3.25 2.25 i B3.375912 | luzit2ees
lepllelellillelllleeeeals | 29 3.618866 | 3.25 2.25 | 67.247284 | coll23456
18011 i
I
Figure 28. 10 strings with highest H in their HC form - sorted(asc.) on H(scipy).
str_as_hc len | H(scipy) | H(pybdmEnt) | H({pybdmEntSGE) [ K pybdm) string
stT i3z fod fod o4 i Te4 str
1
T
111@le@l108181118 16 3.367243 1.8 1.8 1 32.83538 asdl23
l211@e@ll1llicae 16 2.772537 | 1.2 1.2 ! 32.588465 | daniel
11@1@@@1111110l121808 | 28 2.772537 l.@ 1.8 | 32.296014 nicolas
la@1lelilelllea 14 2.99568 1.8 1.8 ! 31.564353 101123
1l@1@@lllellelialeliae | 28 2.@79388 1.8 1.8 | 32.854745 | mar2@lt
111egelld@lellle 16 2.63%@05 | 1.0 1.@ | 34.742271 | 456123
alealelileillie 14 3.178001 l.@ 1.8 ! 32.671881 soleil
palleelellllielles 18 2.99568 l.@ l.@ i 32.99811 jessica
ll@@lee8lelliia 15 3.178001 1.8 1.8 ! 33.309311 | unknown
g2112elllelelaleelll | 2@ 2.772537 | 1.2 1.@ ! 33.572346 | michael
i

Figure 29. 10 strings with lowest H in their HC form - sorted(asc.) on H(pybdmEnt).

str_as_hc ! len H{scipy) H{ pybdmEnt) H{ pybdmEntSGE) K{ pybdm) ! string
str | 132 | 64 64 64 64 | str

1 1

| |
11181111@e@8118188811 | 29 2.772537 | 3.25 2.25 66.817914 | 123654789
281081110 ] ]
oooe@lfleelllallllles | 24 3.367243 | 3.25 2.25 65.311414 | 1234qwer
11@ | |
@1111@1011111e@00@081 | 24 2.382534 | 3.25 2.25 64.911349 | Indyal23
010 ! 1
11001181111911118@081 | 34 2.484855 | 3.25 2.25 67.869832 | 12345gwert
0101001011188 i
180191110001810011111 | 29 3.367243 | 3.25 2.25 67.282908 | 789456123
a11110a8 i i
119191100011810001088 | 29 2.397843 | 3.25 2.25 66.429259 | 987654321
11111118 ] ]
11@111101111280001018 | 34 2.995679 | 3.25 2.25 62.770846 | 1234567892
2111001011100 ]
02010100111121018@011 | 24 2.772537 | 3.25 2.25 66.259189 | lg2w3edr
11@ i i
191110111101111000081 | 37 2.@79388 | 4.169925 2.584963 18@. 254349 | 1234567891@
f1a08111081011108 ]
010111118119110068181 | 37 3.367243 | 4.169925 2.584963 95.638427 | passwordl23
1800110011011118 ]

1 1

Figure 30. 10 strings with highest H in their HC form - sorted(asc.) on H(pybdmEnt).
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str_as_hc len | H{scipy) H{pybdmEnt) | H({pybdmEnt5GE) E K({pybdm}) string
str i32 | foe4 o4 o4 ; To4 str
1

l1lieledle@lellle 16 3.367243 | 1.0 1.8 | 32.83538 asdl23
18110@@111111688 16 2773537 | 1.0 1.@ | 32.58B465 | daniel
llel@@d111111alelees | 2@ 2773537 | 1.0 1.@ { 32.296@814 | nicolas
leellellalllea 14 2.99568 1.8 1.8 ! 31.564353 | 1ol123
lleleelllellelelelee | 20 2.879388 | 1.0 1.8 i 32.854745 | mar2elt
lllee@lleelellle 16 2.639@05 | 1.0 1.8 | 34.742271 | 456123
plealellaillla 14 3. 178001 | 1.0 1.@ ! 32.671881 | soleil
gelleelnlllllellea 18 2.99568 1.8 1.8 | 32.99811 jessica
lleelednl@lllle 15 3.178e01 | 1.0 1.8 ! 33.309311 | unknown
gelleellleleleledlll | 20 2.772537 | 1.0 1.8 ; 33.572346 | michael

Figure 31. 10 strings with lowest H in their HC form - sorted(asc.) on H(pybdmEntSGE).

I I
str_as_hc i len H{scipy) H{ pybdmEnt) H{ pybdmEnt5GE) K{pybdm) ] string
str | 132 | 64 64 64 64 | str

1 1
11101111@@0811018@0811 ! 29 2.772537 | 3.25 2.25 66.817914 ! 123654789
28101110 i i
000R01010911101111188 | 24 3.367243 | 3.25 2.25 65.311414 | 1234qwer
118 ] ]
@1111@101111108008081 | 24 2.382534 | 3.25 2.25 64.911349 | Indyal23
a1a ] ]
118011811118111108081 | 34 2.484855 | 3.25 2.25 67.869832 | 12345qgwert
fla1ee10111e@ ]
1ea10111@e01810011111 | 29 3.367243 | 3.25 2.25 67.282908 | 789456123
21111080 i i
119191100@11210001088 | 29 2.397843 | 3.25 2.25 66.429259 | 987654321
1111111@ i i
110111101111808061018 | 34 2.995679 | 3.25 2.25 62.770846 | 1234567898
111981011180 ]
0ea101A011118108108011 | 24 2.772537 | 3.25 2.25 66.259189 | lg2w3edr
11@ ] ]
18111@1111011110@8081 | 37 2.879388 | 4.169925 2.584963 18@.254349 | 1234567891@
@120111001011100 ]
@1211111@119110008181 | 37 3.367243 | 4.169925 2.584963 95.638427 | passwordl23
19001100110111182 i

Figure 32. 10 strings with highest H in their HC form - sorted(asc.) on H(pybdmEntSGE).

T I | | I
str_as_hc i len | H{scipy) | H{pybdmEnt) | H{pybdmEntSGE) | K{pybdm) | string
str ; i3z ; 64 ; 64 ; 64 64 ; str
121101011210118 E 15 ! 2.890319 } 1.2 } 1.2 30.434842 ! 123123123
1818111212011108 {16 | 3.5263@8 | 1.@ | 1.0 30.585778 | junior
021000112111111@ P16 | 3.173221 | 1.@ | 1.0 30.5408637 | qlw2e3
2200010112101111 {16 | 2.890319 | 1.@ | 1.0 30.940077 | 11223344
11111@108101@0018108 | 20 | 2.639@85 | 1.8 | 1.8 3@8.940077 | michelle
191011102@188111 {16 | 2.6392@5 | 1.@ 1 1.8 31.115832 | hunter
1210111192102118 {16 | 3.090989 | 1.@ | 1.0 31.329489 | justin
11810210818111 14 | 2.99568 | 1.8 1.8 31.377698 | 159753
PP100210110111 {14 1 2.3@2534 | 1.@ 1 1.8 31.384719 | 1l1@11@jp
1191111021010100110200 F 22 i 2.772537 i 1.2 i 1.0 31.391773 i princess

Figure 33. 10 strings with lowest K in their HC form - sorted(asc.) on approximated K(algorithmic complexity).
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T T T
str_as_hc i len | H{scipy) | H{pybdmEnt) ! H{pybdmEntSGE) | K(pybdm) | string
str | 132 | 64 64 64 | fe4 | str

1 1 1
111010011200881101100 ! 24 | 3.178@01 | 3.25 2.25 ! 66.726451 ! zaql2wsx
11a i I i
1101101111@111120020 | 34 1.7917@6 | 3.25 2.25 | 67.021835 | 123456789
1910011100101 i i
1e@11e1@1111@1111e@ed | 29 | 3.610866 | 3.25 2.25 | 67.247284 | col123456
01019811 | I |
1e@10111@2201@10011111 | 29 | 3.367243 | 3.25 2.25 | 67.282988 | 789456123
1111008 i i i
11901101111911110@@81 | 34 | 2.484855 | 3.25 2.25 | 67.869832 | 12345gwert
ola1e1e111e@ ! i
11011100@110100100111 | 24 | 3.178001 | 3.25 2.25 | 68.11717 | 1234554321
11a i I i
1910021112011@@210110 | 24 | 2.382534 | 3.25 2.25 | 68.151118 | qlw2e3r4
011 i i i
111eeelle@lelelelllle | 29 | 3.1780@1 | 3.25 2.25 | 68.677186 | 147852369
2ea11118 | I 1
@1211111@1101100@@181 | 37 | 3.367243 | 4.169925 2.584963 | 95.638427 | passwordl23
190011001101111@ ! i
19111@1111011110@@@81 | 37 | 2.079388 | 4.169925 2.584963 | 10@.254349 | 12345678910
0100111091011108 i i

Figure 34. 10 strings with highest K in their HC form - sorted(asc.) on approximated K(algorithmic complexity).

T T T T T T
describe | str_as_hc | len ! H{scipy) | H{pybdmEnt | H{pybdmEnt ; K{pybdm) | string
--- |- | --- |- 1) SGE) . | ---
str | str | 64 | TB4 P o--- — i 64 | str
| | | | o4 a4 i |
1 ] 1 1 1 1
count | 148 | 148.@ | 148.0 | 148.8 148.@ i 148.@ | 148
null_count | @ 1 a.a a.a 1 B.a @.8 1 B.@ ! @
mean | null | 2@.324324 | 2.813685 | 1.726958 1.491486 ! 43.81593 | null
std | null | 5.820605 | ©.445429 | 1.074428 @.591783 | 16.19676 | null
min | pEe@Rlelee | 12.0 | 1.609387 | 1.0 1.8 | 30.434842 | 11011@8jp
| 11le@10111 | i ! i i
| 8111 [ i i I i
25% i null i 16.9 | 2.639@@5 | 1.@ 1.8 i 32.816271 | null
50% | null | 18.9 | 2.772537 | 1.@ 1.8 | 33.854745 | null
75% | null | 24.9 | 3.178001 | 3.25 2.25 | B4.154342 | null
max i 1111101811 i 37.@ i 3.618866 i 4.169925 2.584963 ; 186 .254349 i zxcvbnm
| eeallieleaa | ] 1 i ]
(o0 | i i i i

Figure 35. Descriptive statistics - strings in their HC form.

5.7.2. Huffman Encoded Bitstrings

In the following, we analyse the Huffman Coding representation of bitstrings. We compute their entropies
under the software packages of:

. scipy,
*  pybdmEntSGE - our entropy implementation using the Schiirmann-Grassberger estimator, see eq. (7),
*  Their approximated Algorithmic Complexity (AC) or K using the Block Decomposition Method with pybdm.
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T T T
btstr_as_hc { len | H(scipy) | H(pybdmEntSGE) | K(pybdm) string
str ; i3z i 64 i o4 a4 str
29111201921110002@1101110011011000112101 E 49 ! 2.995732 ! 2.584963 98. 883675 98765
1160111011021101110011001108181111201210 ;| 4@ | 3.135494 | 2.584963 108 . 89292 12345
11601210110210111100118011081121112801118 ; 4@ | 3.135494 | 2.584963 191.841519 | 54321
2110911121112101011001018111001101112100 | 4@ | 3.135494 | 2.584963 97.823817 guest
2110110091101111011011020011082109110210 | 48 | 3.178854 | 3.@ 131.7@3661 | 101123
20110811 i ! !
211011019112@2001211100120110102101101110 | 48 | 3.178854 | 3.@ 132.774572 | marina
211092a1 i !
211011019110@200121110102@1110210011018@1 | 48 | 3.178854 | 3.@ 134.847873 | matrix
g1111ee0 i '
09110201001191010011109100110091109110181 | 48 | 3.178854 | 3.@ 130.907466 | 159357
20118111 ' ! !
0e110e01001101010011100100110111028112101 | 48 | 3.178854 | 3.@ 132.4@8621 | 159753
20110811 i ! !
2111922101110111011001010011082100110@10 | 48 | 3.178854 | 3.@ 134.717949 | gwel23
20110011 ; E E

Figure 36. 10 bitstrings with lowest H in their HC form - sorted(asc.) on H(scipy).
btstr_as_hc ! len | H{scipy) H{pybdmEnt5GE) Kipybdm) ! string
str ; i32 | f64 64 64 ; str
1 1

19111200120211011001000210001010100 | 3@ 3.7612 3.515518 198.995023 | Groupd2@13
#11111801181111.. !
21100201911110100110019101110210011 | 3@ 3.7612 3.515518 2@4.893692 | azertyuiop
101002111108101.. !
11000110110211101102119211801021118 | 8@ 3.78419 3.515518 201.30@1391 | 91366680899
P18011108102111.. i
110011101190211011102119211801011118 | 8@ 3.78419 3.515518 196.45761 | 123456789
018191108109111.. i
21110200911220018111001101110211011 | 88 3.8@6662 | 3.787355 236.94829 | passwordl23
19111211811118@1.. ]
a1110@a18111e111@110010101110810011 | 3@ 3.8@6662 | 3.515518 282.981981 | gwertyuiop
1910081111021@1.. ]
1180111011021101110011081180181111@ | 3@ 3.8@6662 | 3.515518 196.45761 | 1234567890
210191109100111.. !
1180111011021101110011681180181111@ | 3@ 3.828641 | 3.029487 164.999723 | 1234554321
218101109101811.. !
11801110110211011100110211001811110 | 88 3.912023 | 3.462117 197.45761 | 1234567391@
018101109102111.. !
01100111811011110110111181180111011 | 88 3.970292 | 3.462117 187.499286 | googledummy
al1002110210101.. E

Figure 37. 10 bitstrings with highest H in their HC form - sorted(asc.) on H(scipy).

str_as_hc len | H{scipy) Hi{pybdmEnt) | H{pybdmEnt5GE) E K (pybdm) string
str i3z | o4 o4 54 ; 64 str
T

11leleala@lallle 16 3.367243 | 1.0 1.8 ! 32.83538 asd123
181192@111111008 16 2.772537 | 1.8 1.8 | 32.58B465 | daniel
liel9@@lllllisleleos | 2@ 2.773537 | l1.@ 1.8 i 32.296014 | nicolas
leallelilaillea 14 2.99568 1.8 1.8 1 31.564353 | 101123
lial@@lllelleielelea | 2@ 2.@79388 | 1.8 1.8 | 32.854745 | mar2@lt
11leeallaelellle 16 2.639@085 | 1.8 1.8 | 34.742271 | 456123
ple@lellalllia 14 3.178@01 | 1.2 1.8 | 32.671881 | soleil
pelloglnllllialiead 15 2.99568 1.8 1.8 i 32.99811 jessica
ligaleealalllla 15 3. 178001 | 1.8 1.8 ! 33.309311 | unknown
pelleelllelelpleelll | 2@ 2.772537 | 1.@ 1.8 ; 33.572346 | michael

Figure 38. 10 bitstrings with lowest H in their HC form - sorted(asc.) on H(pybdmEntSGE).
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btstr_as_hc ! len | H{scipy) H{pybdmEnt5GE) Kipybdm) ! string
str ; i32 | f64 64 64 ; str

1 1
211011#02110100101110112011080101011 | 72 3.688879 | 3.515518 193.698087 | liverpool
108102111200001.. !
21110201911121110110019101110210011 | 8@ 3.8@6662 | 3.515518 202.991981 | gwertyuiop
101002111108101.. !
21110201811121110110019101100221011 | 72 3.637586 | 3.515518 283.74871 | gweasdzxc
198112118@10801.. i
110011101190211011102119211801011118 | 8@ 3.78419 3.515518 196.45761 | 123456789
018191108109111.. i
110011101190211011102119211001081118 | 72 3.663562 | 3.515518 199.996791 | 123654789
218191108181111.. ]
1180111011021101110011081180181111@ | 3@ 3.713572 | 3.515518 195.855186 | 12345qwert
210191008111810.. !
11@0leeallogeill11eeslle11801011118 | 72 3.663562 | 3.515518 196.45761 | 789456123
2181011089108111... !
11800110110221111100100811001801118 | 72 3.663562 | 3.515518 194.519126 | 987654321
218191109101111.. !
11801110110211011100119211001811110 | 3@ 3.8@6662 | 3.515518 196.45761 | 1234567890
018101109102111.. !
21110200011000010111001101110811011 | 88 3.8@6662 | 3.787355 236.94829 | passwordl23
19111@118111101.. E

Figure 39. 10 bitstrings with highest H in their HC form - sorted(asc.) on H(pybdmEntSGE).

T T T
btstr_as_hc len | Hiscipy) ; H{pybdmEntSGE)} ; K{pybdm) string
str 132 | 64 i 64 | t64 str

1 1 1
ll@elllelleadllellle@lleallaalllellaal 72 E 3.73767 E 2.883333 ! 7B.658@78 123123123
1911108110011.. i i ;
glle@lllelllelelelleelelellleallellla 4@ | 3.135494 | 2.584963 | 97.823817 guest
1e@ i i i
palllealeallliceaddallelllealliallieaslla 4@ | 2.995732 | 2.584963 | 98.8@3675 98765
101 I I i
1l@aalllellealiellieelleallaalalllleal 48 | 3.135494 | 2584963 | 19@.89292 12345
ole I I i
ll@elllelleadlllelle@llllllaalllellaal 64 | 3.713572 | 2.521928 | 10@.499783 1lellejp
118110811111@.. i i ;
lleelelelledlelllle@lledllaallelllaal 4@ | 3.135494 | 2.584963 | 191.841519 54321
11@ i i
glllelllelledleléllellecelleedllellel 56 | 3.496508 | 3.9 | 124929684 welcome
111011811@181... i i ]
glilglelsllellledlieloliellalllealial 56 | 3.518918 | 3.@ i 125.188832 unknown
1119111011101.. i i |
glleeelesllelllleliellleellalaleallal 56 | 3.496508 | 3.@ | 126.644563 bonjour
1110111010101.. i i |
glleglllelledlleelleloeeellolaleallal 48 | 3.258097 | 3.0 | 126.935436 gThjkm
glieliallel i i

Figure 40. 10 bitstrings with lowest K in their HC form - sorted(asc.) on approximated K(algorithmic complexity).
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T T T T
btstr_as_hc | len | H(scipy) | H(pybdmEntSGE) | K{pybdm) | string
str i i3z i fod fo4 i fod4 i str

1 T f T
11001110110911011102110@1100100111@ | 72 | 3.663562 | 3.515518 | 199.996791 | 123654789
glalelleslellll.. : i i
llae@llelleelllelieelleallaaleellls | 88 | 3.78419 3.515518 | 281.381391 | 9136668899
glaallleslealll.. i i i
glilleeecslleedelallleallaellieallell | 72 | 3.637586 | 3.515518 | 282.854816 | passwordl
191118110111101.. | | | |
ll@elllelleadlelllle@loeallaedllllla ; 72 i 3.663562 | 3.5315518 i 282.749892 ; 147852369
010191100110111.. | i | |
gllleealelllelllelleelalellledleall i a8 i j.8@6602 | 3.5315518 i 282.981981 i qwertyuiop
191002111109101... i i i i
01119201011101119110019101100001011 | 72 | 3.637586 | 3.515518 | 283.74871 | gweasdzxc
laallellealeaal.. : i i
glileealsllielllelieslelelliesleall ;| 72 | 3.618918 | 3.515518 | 283.823979 | qwertyl23
lalege@llllealaad.. i i i
1l@aalllellealelllie@loeallealliellls | 72 | 3.663562 | 3.515518 | 283.982132 | 147258369
010101100811111.. | | | |
gllegealelllieledlleelalellledleall i a8 i 3.7612 3.515518 i 284 .893692 i azertyuiop
1910921111091081... i i i i
fllleeceglleeaelellleallellleadllell i 88 i j.8@66602 | 3.787355 i 236.94829 i passwordl23
l8lll@llellliel. i i i

Figure 41. 10 bitstrings with highest K in their HC form - sorted(asc.) on approximated K(algorithmic complexity).

T T T T T T
describe E btstr_as_hc E len i H{scipy) i H{ pybdmEntSGE ) E K{pybdm) E string
str | str | 64 | &4 | 64 r &4 | str
| 1 T T ] |
count | 148 | 148.8 | 148.9 | 148.@ 1 148.8 | 148
null_count : ] : 0.8 i 9.9 i Q.0 : 2.8 i @
mean !onull 1 GB.BE4865 | 3.458262 | 3.133837 i 151.479753 | null
std : null : 11.236874 i @.197156 i B.2456777 : 28.696938 ; null
min | @@lleogloelloeledel | 49.0 | 2.995732 | 2.B83333 | 7@.658878 | 1ll8llejp
| 1891101110001... i i i i i
25% | null | 48.0 | 3.295837 | 3.0 | 131.7@3661 | null
S0% | null | 56.0 | 3.465736 | 3.8 1 135.391343 | null
75% i null i 64.0 i 3.61@918 i 3.255261 ; 168.2@81963 i null
max | 119@111911281110118 ; B8.@ | 3.978292 | 3.7@7355 | 236.94829 | zxcvbnm
i 21111118@1118.. i i i F i

Figure 42. Descriptive statistics - bitstrings in their HC form.

5.8. Shannon Entropy and Algorithmic Complexity of Bitstrings

In this section, we compare how Shannon Entropy and Algorithmic Complexity characterize strings under
their bitstring representation.

T
pwd-bitstring pybdmEnt | pybdmEntSGE scipyEnt | K{pybdm) i string
str 64 64 64 64 str
felloeeloelleeloeelleall 1.0 2.25 2.302585 | 67.488153 { 123
@alllellegllelealelllease 1.0 2.25 2.484997 | 66.839609 | vip
f9lleesloellerpleallenelenlleeel 1.0 2.25 2.4849@7 | 65.54062 i 1111
e@lleecagellereoeellonoerellogeaeallee | 1.0 2,125 2.4849@7 | 66.276063 | Qeo0eQ
peaallaase i
f9lleelleellelleealleneeaolloeel 1.0 2.25 2.564949 | 64.945383 | 3601
pellgealoelleelocallealledllelea 1.@ 2.25 2.564949 | 67.488153 | 1234
@lllglelellleellellleale 1.0 2.25 2.639@057 | 63.753698 i usT
gelloeeloellecaoeellenlesdllopeeedllee | 1.584963 | 2.584963 2.639@057 | 99.@92334 | leze3
11 [
folloecloelloeaoeellonoleglloeaedllee | 2.0 3.0 2.70805 132.966845 ! lelele
120110000 i
peligealoalleealealleoeledlloeeledlled | @.918296 | 2.884963 2.708805 66.54062 i 11111
a1 |

!

Figure 43. 10 bitstrings with lowest H - sorted(asc.) on H(scipy).
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. ) | | | .

pwd-bitstring | pybdmEnt | pybdmEnt5GE | scipyEnt | K{pybdm) | string
str ; 64 f64 ; 64 f64 ; str

] ] 1
011192010119200181111012011181118 ; 2.584963 | 3.515518 ; 3.637586 | 199.66913 ; qazwsxedc
11109110111180001.. i i ]
0111060181118111011284181011000810 | 2.584953 | 3.515518 i 3.637586 | 2083.74871 | queasdzxc
11109110110812801... i i ]
011000100110200101118011811010110 | 2.251629 | 3.196874 { 3.637586 | 16@.95418 | basketball
11001010111818001.. i i ]
211010010110110001181111811101100 | 2.321928 | 3.255261 ! 3.663562 | 163.732865 | ilowveyou
11001@10111188101.. i i ]
021100016011221000110011001101000 | 2.584953 | 3.515518 ! 3.663562 | 195.855186 | 12345gwert
21101810111920101.. i i i
0119110001191001911108110011001218 ; 2.584963 | 3.515518 ; 3.688879 | 193.698@87 ; liverpool
11109100111020001.. i i ]
01100601811110100112A181011100100 | 2.584953 | 3.515518 i 3.7612 2@4.893692 | azertyuiop
11101820111188181... i i ]
011100000110200101114011811100110 | 2.887355 | 3.787355 i 3.806662 | 236.9482% | passwordl23
11181110110111181.. i i ]
011100010111811191122101811100100 | 2.584963 | 3.515518 | 3.806662 | 202.901981 | gqwertyuiop
111@1e@e1111281@1.. i i i
211001110110111191181111811001110 | 2.521641 | 3.462117 i 3.970292 | 187.499286 | googledummy
11011e@01109101@1.. ; ; i

Figure 44. 10 bitstrings with highest H - sorted(asc.) on H(scipy).

!
pwd-bitstring pybdmEnt | pybdmEnt5GE | scipyEnt | K(pybdm) | string
str 64 f64 64 f64 ; str
2911001100112011001100110011001100110 | ©.0 1.8 3.178054 | 34.11@002 ! 333333
21102110811 i
0911020100112001001100010011002100119 | ©.918296 | 2.084963 2.70805 66.54862 | 11111
g1 i
09110101601181081001101010011012100110 | ©.918296 | 2.084963 2.995732 | 64.426088 | 55555
181 !
0811100000111000001110060011102000111 | ©.978951 | 2.878951 3.178@54 | 70.861611 | BBB88888
0000011100008... |
091102010011200100110001001100210011@ | ©.978951 | 2.878951 3.178@54 | 68.125583 | 11111111
0910011000108... i
pe110e@10e11281008118011 1.2 2.25 2.302585 | 67.488153 | 123
09119101009112101001101010011010100119 | 1.@ 2.125 3.332205 | 65.426008 ; 5555555
1910011018108@... |
01101100811911118111811881180181 1.@ 2.25 2.944439 | 63.775251 | love
09110011001181100011000000110081 1.@ 2.25 2.564949 | 64.945383 | 3681
f81110016011100810811100100111021008111 | 1.0 2.125 3.178@54 | 67.824617 | 999999
oaleel1lleel i

Figure 45. 10 bitstrings with lowest H - sorted(asc.) on H(pybdmEnt).

I I |
pwd-bitstring i pybdmEnt | pybdmEntSGE i scipyEnt | K{pybdm) | string
str ; 64 f64 ; 64 f64 ; str
@11011@e@110100101110116011001210 E 2.584963 | 3.515518 E 3.688879 | 193.698087 ! liverpool
11109100111020001.. i i i
211100@10111211191128101811100100 | 2.584963 | 3.515518 | 3.806662 | 202.901981 | gqwertyuiop
11101@8@01111881@1... i i ]
011100010111811101124101011000810 | 2.584953 | 3.515518 i 3.637586 | 2@3.74871 | queasdzxc
111001101100100@1... i i ]
091100010011221000114011001101000 | 2.584953 | 3.515518 { 3.583519 | 196.45761 | 12345678%a
0110101081191100.. i i
021100010011221000110011001101100 | 2.584963 | 3.515518 { 3.496508 | 199.996791 | 123654789
01101810011910009.. i i
091100010011221000110011001101000 | 2.584963 | 3.515518 ! 3.663562 | 195.855186 | 12345gwert
P11018101118@81@1.. i i i
091101110011100000111001001101000 | 2.584953 | 3.515518 | 3.496508 | 196.45761 | 789456123
01101810011011008... i i
091110010011100000114111001101100 | 2.584953 | 3.515518 { 3.496508 | 194.519126 | 987654321
01101010811910003.. i i
091100010011221000114011001101000 | 2.584953 | 3.515518 { 3.555348 | 196.45761 | 1234567898
0110101081191100.. i i
011100000110200101118011811100110 | 2.8@87355 | 3.787355 | 3.806662 | 236.9482% | passwordl23
111911101101111@1... ; ; i

Figure 46. 10 bitstrings with highest H - sorted(asc.) on H(pybdmEnt).
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. ) [ | . | I .
pwd-bitstring | pybdmEnt | pybdmEnt5GE | scipyEnt | K{pybdm) | string
str i 64 i 64 i 64 i 64 ; str
T 1 T 1 ]
Pe110011001109110011001100110211081 | @.0 1 1.8 | 3.178@54 | 34.118@82 ; 333333
le@11@@11e011 ! ] ! ] i
09111000001110000011100000111060081 | #.978951 | 2.870951 | 3.1780854 | 70.861611 | RBRERA8R
110000011100200... | ] | ] i
09110001001120010011000100110001081 | 8.978951 | 2.870951 | 3.178@854 | 68.125583 | 11111111
160010011000100... i ] i ] i
fe111ealeellleeleellleeleellleelosl | 1.0 | 2.883333 | 3.583519 | 68.994542 | 999999999
110010@11100100... | i | i i
pe110ealeellealoeellenlleelleeeloel | 1.0 | 2.083333 | 3.481197 | 70.558878 | 123123123
100100@11001100... i ] i ] i
09110001001120010011000100110001001 ; 1.0 ; 2.883333 ; 3.481197 ; 68.710545 ; 1111111111
100010011000100... | ] | ] i
09110001001180010011A00100110001081 | #.918296 | 2.8840963 | 2.78805 | 66.54862 | 11111
18@81 | ] | ] i
09119101001181010811810180110181081 | 8.918296 | 2.084963 | 2.995732 | 64.4268@88 | 55555
18101 i ] i ] i
f@1191aleelleleleellaleleellelelosl | 1.0 | 2.125 | 3.332285 | 65.426@@88 | 5555555
1@101e@11010100.. i i i i i
09111001001110010011100100111001001 ; 1.0 ; 2.125 ; 3.178@54 ; 67.824617 ; 999999
l1e01e@111081 ! | ! | i
Figure 47. 10 bitstrings with lowest H - sorted(asc.) on H(pybdmEntSGE).
. ) [ | | .
pwd-bitstring | pybdmEnt | pybdmEnt5GE | scipyEnt | K{pybdm) | string
str ; fod 64 ; 64 fed4 ; str
] ] |
0110110001101008101114118811001810 | 2.584953 | 3.515518 | 3.688879 | 193.698B87 | liverpool
111001001110800@1... i i ]
211100010111811191124181811100100 | 2.584953 | 3.515518 { 3.806662 | 202.901981 | gqwertyuiop
111818@01111881@1... i i ]
011100010111811191122101011000010 | 2.584953 | 3.515518 { 3.637586 | 203.74871 | gweasdzxc
1110@110110010001.. i i i
091100010011221000110011001101000 | 2.584963 | 3.515518 | 3.583519 | 196.45761 | 12345678%a
01101810011811008... i i
091100010011201000110011001101100 | 2.584953 | 3.515518 | 3.496508 | 199.996791 | 123654789
01101810011010008... i i
091100010011201000110011001101600 | 2.584953 | 3.515518 { 3.663562 | 195.855186 | 12345gwert
01101810111980181... i i ]
091101116011100000111001001101000 | 2.584953 | 3.515518 { 3.496508 | 196.45761 | 789456123
0110101081191100.. i i
P91110@10011100000118111001101100 | 2.584963 | 3.515518 | 3.496508 | 194.519126 | 987654321
01101810011212008... i i
091100010011201000110011001101000 | 2.584953 | 3.515518 | 3.555348 | 196.45761 | 1234567892
01101810011011008... i i
21119000011028019111801181110911@ | 2.887355 | 3.787355 | 3.8B6662 | 236.94829 | passwordl23
11181110110111181... ; ; i
Figure 48. 10 bitstrings with highest H - sorted(asc.) on H(pybdmEntSGE).

T
pwd-bitstring pybdmEnt | pybdmEntSGE scipyEnt | K{pybdm) E string
str fad 64 fad a4 ; str
091100118011801100110011001100110081108 | @.0 1.8 3.178054 | 34.110082 E 333333
1188118011 i
211191818111881181118018 1.8 2.25 2.639057 | 63.753698 | usT
21101100011011119111811281180181 1.0 2.25 2.044439 | 63.775251 | love
21100100011011119111810101100120011011 | 1.0 2.125 3.332205 | 63.885763 | doudou
11@1118181 i
21191100011911119111810101101120011011 | 1.0 2.125 3.481197 | 64.15255 | loulou
1101118101 i
09119101001191010011019100110101001101 | ©.918296 | 2.084963 2.995732 | 64.426@@8 | 55555
a1 i
09110011801181106011000000110081 1.0 2.25 2.564949 | £4.945383 | 3681
09110101601121010011410100110121001181 | 1.8 2.125 3.332205 | 65.426088 | 5555555
012011818108.. i
09110101001121010011810100110121001101 | 1.0 2.125 3.178054 | 65.426@@8 | 555555
p1ee118181 i
09110201001120010011000100110021 1.0 2.25 2.484987 | 65.54062 ; 1111

Figure 49. 10 bitstrings with lowest K - sorted(asc.) on approximated K(algorithmic complexity).
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] . I [ r_ . I | .

pwd-bitstring | pybdmEnt | pybdmEnt5GE | scipyEnt | K{pybdm) | string
str | Te4 | fo4 | Te4 | f64 | str

T T T f 1
09119e010911001020110011001101100 ; 2.584963 i 3.515518 ; 3.496508 i 199.996791 i 123654789
alleleledlleleesd.. | | | | ]
pelllealeelleealeallealleellallaa ; 2584963 i 3.515518 ; 3.583519 i 281.381391 i 9136668099
01101100011011008@... | | | | ]
211100002110200101110011011109118 | 2.584963 | 3.515518 i 3.637586 | 202.854816 | passwordl
1llelllellelillel. : i : i i
pellgealeelleledeellelllie@llleead | 2.584963 | 3.515518 | 3.4965@8 | 202.749092 | 147852369
glleleledllealoosd.. : i : i i
@lllgeelelllelllelleelelellle@led ; 2.584963 | 3.515518 | 3.806662 | 202.901981 | gwertyuiop
lllelee@alllleelel. i i i i i
flllgeslelllelllelleslelelleaoele ; 2.584963 i 3.515518 ; 3.637586 i 283 .74871 i gqueasdzxc
llle@llellealeeal. | | | | ]
plllgealslllelllelleelelalllealad ; 2584963 i 3.515518 ; 3.610918 i 2@3.823979 i quertyli3
11101e0011118010@.. | | | | ]
201100012211210000110111001100188 | 2.584963 | 3.515518 i 3.496588 | 203.982132 | 147258369
alleleledllloeaosd.. : i : i i
@llegeelellllieleglleelelellleeled ; 2.584963 | 3.515518 | 3.7612 | 2@4.893692 | azertyuiop
lllelee@alllleelel. i i i i i
@llloecpdlleoealellleallelllea@lle ; 2.8@7355 | 3.7@7355 | 3.806662 | 236.94829 | passwordli3
111911101191111@1.. | | | | |

Figure 50. 10 bitstrings with highest K - sorted(asc.) on approximated K(algorithmic complexity).

describe ! pwd-bitstring pybdmEnt | pybdmEntSGE scipyEnt | K{pybdm) ! string
str | str 64 64 64 64 : str
1 I
count 197 197.8 197.@ 197.@ 197.@ i 197
null_count | @ 2.8 2.2 @.a 2.2 L]
mean ; null 1.935134 | 2.936123 3.266832 | 134.535911 i null
std | null @.521681 | @.454081 @.276003 | 41.944793 | null
min | B011000000110000021100008 | @.0 1.8 2.3@2585 | 34.110082 | 200000
| @1leeea.. i
25% | null 2.0 3.8 3.135494 | 128.803795 | null
5% ! null 2.0 3.8 3.258097 | 133.837933 i null
75% | null 2.321928 | 3.255261 3.496588 | 164.647163 | null
max | 811119100111191081111810@ | 2.8@7355 | 3.7@7355 3.97@292 | 236.94829 | zzzzzz
i 111101@.. |

Figure 51. Descriptive statistics - bitstrings H and K.

5.8.1. Differences in Computing Shannon Entropy

Hereafter, for the passwords bitstring representation, we plot their different entropy values i.e. using the
different software packages(H).

On a purely technical level, we compute different values of Shannon Entropy. Specifically, we compare
two existing software packages: pybdm and scipy (details in H). We bring an additional function into the pybdm
package, specifically, we implement the Schiirmann-Grassberger estimator, see eq. (7). For convenience purpose, we
refer to it as pybdmEntSGE.
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Figure 52. Shannon Entropies of bitstrings using pybdmEnt, pybdmEntSGE, Scipy.

We notice that in general, the pybdmEntSGE implementation has results closer to the ones given by the scipy
library.

5.9. Software

References about the software packages are to be found in Appendix H.

5.10. Results

For our experimental setting and based on the data, we report and derive the following results.

The t-test (5.5) shows a significant statistical difference between the mean entropy of strings and their
bitstring representation. The difference shows that the mean entropy distribution of strings is lower than their
bitstring counterpart. Based on this measure, we can say that the output alphabet in this case {0,1} plays a part in
the increase of the computed entropy; the other factor being the length of the object. Indeed, our experiments with
RLE brings information about the cardinality of the run-control variables. We observe that on average the strings
are of length six. Whereas, it is around thirty for the binary encoding i.e. bitstrings.

Run-Length Encoding is best suited when processing inputs where the same symbol appears consecutively.

From an Algorithmic Complexity perspective, symbols appearing consecutively are said to have low
complexity. This is explained by the fact that the concatenation of characters can easily be expressed by a program
e.g.: print ’x’*1000. In other words, for a fixed Turing machine, a string where the same symbol is found
repeatedly, the length of the program that outputs that type of string is short.

Concerning Huffman Coding, we observed that matching with theory, Huffman Coding can not encode
strings with a single symbol. Indeed, in order to be differentiable one needs at least two symbols. Thus, this
reduced the number of operable strings to 173. Moreover, because we also wanted to compute their Algorithmic
Complexity, the number of computable elements is reduced to 148. In contrast, the space of symbols of bitstrings
is two and composed of {0,1}) only.

Regarding the comparison of Shannon Entropy (H) and Algorithmic Complexity (AC) under their bitstring
representation, we observe the following elements.

If we consider the extremes i.e.: minimum and maximum, the H and K do not coincide. Moreover, depending
on which algorithm is used to compute Shannon Entropy, the agreement in ranking varies.

We first look at the values between the different entropy results. Then, we proceed with a global comparison
with the different computed entropies and Algorithmic Complexity.

H and H(pybdmEnt)
for the lowest entropy bitstrings, H based on scipyEnt seems to consider the length of the bitstring as being
an impactful factor to characterize low entropy values. Instead, pybdmEnt implementation puts weight on symbol

repetitiveness.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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H and H(pybdmEntSGE)

for the lowest entropy bitstrings, we only have one match(11111 between the two rankings. For the highest
entropy bitstrings, in the scipyEnt case, 8 out of 10 values are composed of characters only; which is 3 for the
pybdmEntSGE case. pybdmEntSGE has also 4 bitstrings representing integers only.

The bitstring with maximum entropy is googledummy for scipyEnt and password123 for pybdmEntSGE.
Whereas, the bitstring with minimum entropy is 123 and 333333 for scipyEnt and pybdmEntSGE respectively.

H(pybdmEnt) and H(pybdmEntSGE)

for the lowest entropy bitstrings, the values converge on classifying repetitiveness of symbols as a low
contributor to the results. However, this is more pronounced in pybdmEntSGE than in pybdmEnt.
For the highest entropy bitstrings, the two implementations concur i.e., the ranking of bitstrings coincide.

H(all approaches) and AC(pybdm)

the difference between Shannon Entropy and Kolmogorov Complexity lies in what criterion impacts low or
high entropy/algorithmic complexity. The real contrast is within the low entropy/algorithmic complexity space.
Where Shannon Entropy primarily uses the object’s length, Algorithmic Complexity relies on repetitiveness(or the
absence thereof) of symbols in the object.

It has to be noted that in general, for the values computed using the pybdm package, there is a number of
entropy results having identical entropy values. This is considered in the next Section 6.

In summary, for the scipy implementation of H, it seems that the length of the bitstring plays a heavy
weight in the outcome. In contrast, the pybdm implementations of H, i.e.: pybdmEnt(default implementation) and
pybdmEntSGE a proposed implementation based on the Schiirmann-Grassberger estimator (7) concentrates on same
symbol repetitiveness to characterize low entropy. Length has a role but not in conjunction with symbol repetition.

5.10.1. Applicability Shortcomings

Within this section, we discuss the reasons why some processes in the workflow described by Figure 2 could
not be computed.

In the Figure 2, there is no arrows for (i) computing the values of the output of Run-Length Encoding; (ii) BDM
values for the ASCII representation of passwords.

Concerning (i), it pertains to points: (3) and (9). The output of RLE is composed by two arrays/lists(also
called the encoded variable); one containing a single occurrence of a symbol, and the other(also called the run-
control variable) containing an integer representing the counts/time of occurrence of that same symbols. This
mapping is repeated for each different symbols in the data.

For point (ii), the ASCII symbols are not in the current computed distribution of BDM. We have to resort to
the binary representation of strings.

6. Discussion

As mentioned in Section 4.2.2, the Huffman Coding (HC) has been shown to be optimal. Still, it is possible to
improve on this result by considering a coding technique such as arithmetic coding and derivative. Indeed, where
Huffman Coding uses a full number of bits to encode information, arithmetic coding exploits the interval between
zero and one to enhance the compression ratio.

Run-Length Encoding, a finer analysis regarding the cardinality could be an interesting path to explore.
([57,58)).

Regarding the identical values for entropies using the pybdm package, this can be explained because of the
implementation rely on the computed distribution for building the D(5) distribution.

7. Conclusions
7.1. Why Care About Algorithmic Information Theory?

This writing allowed us to outline some of the features of Algorithmic Information Theory. Its theoretical
importance is on par with the field of computability theory. Similarly to Turing’s success to formalize the notion of
what it is to compute? with his introduction of "Turing machines"; both Algorithmic Information Theory (AIT) and
computational complexity theory formalize the concept of complexity ([4]). Furthermore, in addition of being a part of
AIT, Kolmogorov Complexity (K) is also commonly considered as the mathematical formalism of randomness.

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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However, our prime focus was to have a practical expression of Algorithmic Information Theory. In addition,
we wanted to show that this approach was competitive with the foundational Shannon Entropy (H). Besides,
Shannon Entropy and Kolmogorov Complexity have commonalities for some properties. This latter aspect is
quite interesting but out of the scope of the current analysis. In our study, we reported that one of the cornerstone
of AIT i.e. the invariance theorem does not have a correspondence in Shannon Entropy.

7.2. Other Axes of Research

Only considering the previous elements and building upon them, we realise the reach of the field of
Algorithmic Information Theory. More specifically, among all the possible development options, we briefly
mention the following fields:

1. Source coding or data compression,
2. Cryptography,
3. Program synthesis

These listed items are just a sample of all the possible choices. We selected these fields because of their
weight and impact in ”Al”. The common use of Artificial Intelligence (AI) mainly encompasses the sub-fields of:
machine learning and deep learning. We posits that there is an untapped potential in the field of Algorithmic
Information Theory and some of it’s building blocks e.g.: Algorithmic Probability, Kolmogorov Complexity,
Algorithmic Information Dynamics. Finally, the power of Algorithmic Information Theory lies in its universality
and, to some extend, in its uncomputability. However,

7.2.1. Data Compression and Computation

Black holes are portrayed as ultimate compressors in ([59]); arguably Algorithmic Information Theory (AIT),
and especially, Algorithmic Complexity can be considered as a foundational piece of source coding or data
compression.

Indeed, throughout this work, we discussed one of the crux features of Kolmogorov Complexity i.e.: having
an agnostic language description(up to an additive constant) for a program.

The core principle of source coding is to have a reduced /compact representation of the input data'®. In order
to achieve this, lossless compression algorithms(entropy based coding) usually have two components: modelling
the language and coding. The former requires having access to the underlying probability distribution of the
source sequence. For instance, in the English natural language, this is often approximated by sampling from texts
corpus.

Furthermore, in an ideal setting, we would like to have one compression algorithm for all sorts of data.
Nonetheless, that would imply to have a "fit them all distribution" for all inputs. That constitutes an object of
study on its own: universal source coding. Interestingly, in addition to some common shared properties H and K
could find common ground in universal coding ([60]).

On the other side, the path taken by Coding Theorem Method /Block Decomposition Method exploits the
whole!” space of two symbols, five states busy beaver machines. This approach lifts the requirement on the
underlying probability distribution; which is a desirable property.

Based on the exposed elements and results, it could be interesting to explore the

7.2.2. Cryptography

The field of cryptography is one of the core elements that enables and fuels the development of the informa-
tion age. The advent and democratisation of cryptography(especially asymmetric key also know as public key) i.e.
going from research and some proprietary implementation to the public had been a struggle.

A great deal of information about this subject can be found in ([61]). If we abstract ourselves from the
specifics, this is a book about how a piece of technology “disrupt” a status quo. One of the main element which
we can relate to in our current situation with “Al” is: the regulation system is rather clueless about what is going
on and where it is headed(it is already a challenge for some experts). A non-negligible effort is required in order
to make these technologies comprehensible and beneficial for the greatest number of persons.

The use of entropy and information theoretic related approaches have been used in different aspects in
cryptology, especially cryptanalysis. The chosen approach(CTM/BDM) to algorithmic information theory, specifi-

16 Obviously, there is also the decompression side.

17" With the help of some heuristics.
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cally to algorithmic complexity could be explored in the space of cryptanalysis. The reliance on entropy based
methods and statistical tools could make this field suitable'® to be tackled with AIT. Our exploration showcased
the versatility of AIT; thus, by extension and hypothetically, cryptanalytic techniques relying on information
theory e.g.: mutual information analysis could benefit from the same approach(with some adaptations).

Finally, another interesting exploration path can be randomness extractors ([62]). These proposals rely on and,
are backed by the underlying theoretical framework of Algorithmic Information Theory. To some extent, there is
a common set of properties between Information Theory and Algorithmic Information Theory that allows this
transfer /application.

7.2.3. Program Synthesis

Software permeates every aspect of our modern societies. One could argue that, a slow but steady merging
process is taking place between humans and machines. This hypothesis or evolution, is narrated from a historical
and societal lens in The Fourth Discontinuity ([63]).

The ubiquity and reliance on software has been catalyzed by the so-called deep learning revolution ([64]).
This has been a moment in history where the conjunction of sufficient availability of data and compute, the
exploitation of GPU, triggered the rediscovery of the universal approximation property of feedforward artificial
neural networks ([65,66]).

The pervasiveness of software poses the question of their “maintenance”. Besides, some of these software
have reached a size and complexity in terms of lines of code that the qualifications of software stacks and
sometimes ecosystems are more appropriate.

This last point sometimes requires humans to develop expertise for a specific application or a reduced set
of them. The ability for a single brain to have a decent understanding of several systems is getting tedious. An
option to deal with this complexity is through the help of tools, possibly under the form of automation. There is
little doubt, that humanity’s history and evolution is intertwined with its ability to wield technology, tools.

This is where the field of program synthesis comes into play. It can be used to offload some parts for
maintaining these systems. Naturally, an appealing idea it is to have programs that generate others. The idea is
seducing but complex to implement and scale it. Among the different approaches to the field, deep learning and
transformer based neural architectures demonstrate serious operational /functional capabilities. One expression
of this idea is already in use through: code suggestion and completion in programmer’s IDE'?. The use of the
Algorithmic Complexity can be used in a hybrid approach to guide the synthesis process.
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Appendix H Software

As tools, we used the following software packages:

python3 [67, version=3.11.2]
polars [68]
scipy [69, version=1.10.1]
sagemath [70]
python-rle [71]
pybdm (1]
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