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Article 

Exploring Cognitive and Ethical Predictors of 
University Students’ Use of Generative Artificial 
Intelligence in Academic Writing: An Extended 
UTAUT Approach 
Haiying Liang 

School of Foreign Languages, Peking University; liang_haiying@163.com 

Abstract 

With the growing integration of generative artificial intelligence (GAI) tools such as ChatGPT into 
higher education, understanding the factors influencing students’ use of GAI for academic writing 
tasks has become increasingly urgent. This study investigates the key factors influencing students’ 
behavior in using GAI tools to complete academic writing tasks. In addition to core constructs of 
Unified Theory of Acceptance and Use of Technology (performance expectancy, effort expectancy, 
social influence, and facilitating conditions), the study incorporates three new constructs relevant to 
ethical aspects of academic writing (trust in GAI, ethical AI literacy, and academic integrity 
assurance). Data were collected from 1400 undergraduate students at three Beijing universities using 
a structured questionnaire. Structural equation modeling revealed that all eight hypothesized paths 
were supported. Among these predictors, academic integrity assurance (β = 0.194, p < 0.001) and 
ethical artificial intelligence literacy (β = 0.177, p < 0.001) emerged as the strongest predictors of 
behavioral intention, while behavioral intention (β = 0.429, p < 0.001) had a strong effect on actual use 
behavior. These findings highlight the role of ethical and cognitive factors in shaping students’ 
adoption of GAI for academic writing and offer valuable implications for valuable insights for AI-
informed teaching and governance. 

Keywords: generative artificial intelligence; academic writing; Unified Theory of Acceptance and Use 
of Technology 
 

1. Introduction 

Academic writing plays an important role in university education, but many students still find 
it difficult, especially when writing in a foreign language. With the emergence of generative artificial 
intelligence (GAI) tools (such as ChatGPT), students now have new forms of support in their 
academic writing process (Aljanabi et al., 2023; Johnston et al., 2024; Mahapatra, 2024). However, the 
growing integration of GAI into academic writing also brings new challenges for university English 
instructors, especially in English as a Foreign Language (EFL) contexts. On the one hand, GAI can 
support EFL students’ learning and improve their writing quality (Imran & Almusharraf, 2023; Sok, 
& Heng, 2023); on the other hand, it may lead to over-reliance, misuse, or even academic misconduct, 
potentially hindering the development of students’ own writing competence and language skills 
(Azeem & Abbas; 2025; Bittle & El-Gayar, 2025). As students begin to rely more on these tools, 
understanding the factors that shape students’ intention and actual use of GAI is therefore essential 
for informing instructional strategies and institutional policies. 

While current research has discussed the general benefits and challenges of GAI in education 
(Batista et al., 2024; Bond et al., 2024; Chan & Hu, 2023), few studies have focused on its use in 
academic writing in EFL contexts. To better understand students’ behavior in this area, this study 
applies and extends the UTAUT framework (Venkatesh et al., 2003) by adding three new factors: 
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trust in GAI (students’ confidence in the reliability and fairness of AI-generated content) (Nazaretsky 
et al., 2025), ethical artificial intelligence (AI) literacy (students’ ability to understand and apply 
ethical principles when using AI) (Long & Magerko, 2020), and academic integrity assurance 
(students’ belief that using GAI can align with academic honesty and institutional policies) (Lubis et 
al., 2024). 

The research aims to answer the following questions: 
1. What factors influence students’ intention to use GAI tools in academic writing? 
2. Does students’ intention to use lead to their actual use of GAI tools? 
3. Do demographic variables moderate the relationships among the key paths in the model? 

By addressing these questions, this study aims to expand the understanding factors affecting 
students’ adoption of GAI tools for academic writing and provide useful insights for teachers, 
universities, and policymakers seeking to guide students in using AI tools in appropriate ways. 

2. Literature Review 
2.1. GAI in Academic Writing 

GAI has become an increasingly prominent tool in higher education, particularly in the domain 
of academic writing. GAI tools offer support across various stages of the writing process, including 
idea generation, language refinement, content organization, and revision (Jacob et al., 2025; Khalifa 
& Albadawy, 2024). Their capacity to provide immediate and personalized feedback makes them 
attractive resources for students facing the demands of university-level writing. Surveys show that 
approximately one-third of university students report using GAI to support coursework, often in 
writing-intensive subjects (Intelligent, 2023). While this reflects the growing perceived usefulness of 
GAI, it also raises pedagogical and ethical concerns, including overreliance, reduced learner agency, 
and potential violations of academic integrity (Bittle & El-Gayar, 2025). 

Recent studies suggest that understanding GAI’s role in academic writing requires attention to 
both technological and psychological factors (e.g., Jacob et al., 2023). In particular, students’ beliefs 
about the usefulness of GAI, their confidence in their own writing abilities, their awareness of the 
limitations of AI-generated content, and their attitudes toward academic honesty are likely to 
influence how they adopt and apply such tools in academic contexts. 

A number of studies have begun to explore the potential of GAI in academic writing. For 
instance, Khampusaen (2025) conducted a 16-week mixed-methods study with Thai EFL students, 
finding that ChatGPT integration significantly improved argumentative structure, evidence use, and 
academic voice across successive drafts. Li et al. (2024) compared ChatGPT (versions 3.5 and 4) and 
human raters on Chinese EFL essays, concluding that AI feedback matched or exceeded teacher 
feedback in areas like content organization and language quality. Jacob et al., (2023)’s study 
demonstrated that students used ChatGPT throughout the writing process—brainstorming, drafting, 
and revising—while maintaining their own voice. Finally, a mixed-methods study by Apriani et al. 
(2025) reported that 14 ChatGPT-guided writing sessions significantly raised academic writing scores 
for Indonesian undergraduates, with students endorsing gains in idea generation and structure. 

However, ethical factors have received limited scholarly attention, despite their potential 
influence on students’ intentions to use GAI (Chanpradit, 2025). In this context, students’ ethical AI 
literacy—the ability to understand, use, monitor, and critically reflect on AI outputs (Long & 
Magerko, 2020)—and academic integrity assurance—such as clear AI-use policies, training, and 
enforcement (Lubis et al., 2024)—may predict students’ intention to use AI. Another psychological 
factor relevant to GAI usage in academic writing is trust in GAI—the degree to which students believe 
that generative AI tools are reliable, accurate, and beneficial for their academic tasks (Nazaretsky et 
al., 2025). Higher levels of trust may increase students’ willingness to use GAI tools. 
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2.2. UTAUT 

The UTAUT framework, proposed by Venkatesh et al. (2003), is a widely used model for 
explaining individuals’ acceptance and use of new technologies. The framework identifies four key 
constructs that influence behavioral intention and usage behavior: performance expectancy (the 
degree to which using a technology is perceived to improve task performance), effort expectancy (the 
perceived ease of use), social influence (the perceived pressure from others to use the technology), 
and facilitating conditions (the availability of resources and support for using the technology). 
UTAUT has been applied across various fields, especially in education (Soares et al., 2025; Xue et al., 
2024), to understand how users adopt technological tools in different learning contexts. 

However, as the use of GAI in academic writing involves not only technological but also 
cognitive and ethical dimensions, the original UTAUT framework may be insufficient to fully capture 
the complexity of students’ decision-making processes. Therefore, this study extends the UTAUT 
model by incorporating three additional constructs: trust in GAI, ethical AI literacy, and academic 
integrity assurance. By integrating these factors, the study aims to provide a more comprehensive 
understanding of the psychological influences on students’ GAI usage intention and behavior in 
academic writing. 

2.3. Theoretical Model and Hypothesis Development 

Building upon prior research, this study employs an extended UTAUT model to investigate the 
factors shaping university students’ adoption of GAI tools in academic writing. In addition to the 
model’s four core constructs, this study incorporates three writing-specific psychological variables: 
trust in GAI, ethical AI literacy, and academic integrity assurance (see Figure 1). 

 

Figure 1. Theoretical model and hypothesis. 

2.3.1. Performance Expectancy (PE) 

Performance expectancy (PE) refers to the degree to which an individual believes that using a 
particular technology will enhance their performance in completing tasks (Venkatesh et al., 2003). In 
the context of academic writing, PE reflects students’ perceptions of how GAI tools—such as 
ChatGPT—can improve the quality, efficiency, and clarity of their writing outputs. In this study, PE 
is hypothesized to be a key predictor of students’ behavioral intention to use GAI tools for academic 
writing tasks. The stronger the belief that GAI will help them perform better in writing, the more 
likely students are to adopt and rely on such tools in their academic work. Therefore, the following 
hypothesis is proposed: 

H1. Performance expectancy has a significant positive effect on university students’ behavioral intention to use 
GAI tools in academic writing. 
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2.3.2. Effort Expectancy (EE) 

Effort expectancy (EE) refers to the degree to which individuals perceive a technology as easy to 
use (Venkatesh et al., 2003). In the context of academic writing, it captures how simple and user-
friendly students find GAI tools during academic writing process. Students are more likely to adopt 
technologies that they perceive as requiring minimal effort to learn and operate. When GAI tools 
offer intuitive interfaces, clear outputs, and accessible features, students may feel more confident and 
willing to use them in their academic writing processes. Previous research has confirmed that ease of 
use is a significant factor influencing students’ behavioral intention in adopting educational 
technologies (Xue et al., 2024). In this study, EE is hypothesized to positively influence students’ 
intention to use GAI tools in academic writing. The easier students perceive these tools to be, the 
more likely they are to incorporate them into their writing practices. Thus, this study proposes the 
following hypothesis: 

H2. Effort expectancy has a significant positive effect on university students’ behavioral intention to use GAI 
tools in academic writing. 

2.3.3. Social Influence (SI) 

Social influence (SI) refers to the degree to which individuals perceive that important others—
such as peers—believe they should use a particular technology (Venkatesh et al., 2003). In the context 
of GAI in academic writing, SI reflects the extent to which students’ decisions to adopt tools like 
ChatGPT are shaped by the opinions and behaviors of those around them. Prior research has shown 
that SI plays a significant role in shaping technology adoption (Abbad, 2021). In this study, SI is 
expected to positively predict students’ behavioral intention to use GAI tools in completing academic 
writing tasks. Therefore, the following hypothesis is proposed: 

H3. Social influence has a significant positive effect on university students’ behavioral intention to use GAI 
tools in academic writing. 

2.3.4. Facilitating Conditions (FC) 

Facilitating conditions (FC) refer to the extent to which individuals perceive that technical and 
institutional resources are available to support their use of a given technology (Venkatesh et al., 2003). 
In the context of academic writing with GAI, FC includes access to reliable internet, appropriate 
devices, platform availability, and institutional guidance on the use of GAI tools. In this study, FC is 
considered a contributing factor that supports students’ use of GAI tools in academic writing and is 
expected to positively influence both behavioral intention and actual usage behavior. Therefore, the 
following hypotheses are proposed: 

H4. Facilitating conditions have a significant positive effect on university students’ behavioral intention to use 
GAI tools in academic writing. 

2.3.5. Trust in GAI (TGAI) 

Trust in GAI refers to students’ confidence in the reliability, fairness, and transparency of 
generative AI tools used in academic writing (Nazaretsky et al., 2025). In this context, students with 
higher trust in GAI are more likely to engage with such tools in a balanced and strategic manner—
for example, using AI to support grammar refinement, structural clarity, or idea generation while 
maintaining academic integrity. In contrast, students with low trust may avoid using GAI altogether 
due to concerns about bias, inaccuracy, or ethical risks. Prior studies in educational technology have 
shown that trust plays a critical role in shaping students’ technology adoption behaviors, especially 
when the tool involves complex or opaque algorithmic processes (Shin, 2021; Nazaretsky et al., 2025). 
Therefore, the following hypothesis is proposed: 
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H5. Trust in GAI has a significant positive effect on university students’ behavioral intention of GAI tools in 
academic writing. 

2.3.6. Ethical AI literacy (EAIL) 

Ethical AI literacy refers to students’ capacity to understand, evaluate, and apply ethical 
principles when using generative AI tools in academic contexts (Zou & Schiebinger, 2018; Long & 
Magerko, 2020). Rather than merely recognizing potential risks, students with high ethical AI literacy 
are equipped to make informed, responsible decisions about when and how to use AI. This includes 
the ability to identify biases or misinformation, to judge the appropriateness of using AI-generated 
content, and to align its use with institutional policies and academic integrity standards. In the 
context of academic writing, ethical AI literacy enables students to treat GAI tools as supplements 
that enhance—rather than replace—their original thinking and writing. Prior research shows that 
ethically informed digital literacy promotes more constructive and intentional engagement with 
technology (Long & Magerko, 2020). Therefore, the following hypothesis is proposed: 

H6. Ethical AI literacy has a significant positive effect on university students’ behavioral intention of GAI tools 
in academic writing. 

2.3.7. Academic Integrity Assurance (AIA) 

Academic integrity assurance refers to students’ belief that the use of generative AI tools in 
academic writing aligns with ethical standards, institutional policies, and principles of academic 
honesty (Espinoza et al., 2024). Rather than viewing GAI use as inherently risky or unethical, students 
with high academic integrity assurance perceive it as a legitimate support tool when used 
appropriately. This perception may increase their confidence and willingness to engage with such 
technologies. As a result, academic integrity assurance is expected to positively influence students’ 
behavioral intention to use GAI tools. Therefore, in the current study it was hypothesized that: 

H7. Academic integrity assurance has a significant positive effect on university students’ behavioral intention 
of GAI tools in academic writing. 

2.3.8. Behavioral Intention (BI) 

Behavioral intention reflects the degree to which an individual is inclined to adopt and engage 
with a particular technology (Venkatesh et al., 2003). It functions as a key antecedent of actual usage, 
mediating the influence of various cognitive and contextual factors. In the context of GAI, it 
represents university students’ willingness or readiness to incorporate GAI tools into their academic 
learning practices. Prior research consistently demonstrates that stronger behavioral intention leads 
to higher levels of actual use (Amid & Din, 2021; Chao, 2019). Based on this, the following hypothesis 
was proposed: 

H8. University students’ behavioral intention positively and significantly influences their actual use of GAI 
tools. 

2.3.9. Moderating Variables 

To better understand potential differences in GAI usage patterns, this study incorporates gender, 
grade level, and academic major as moderating variables. These demographic characteristics may 
influence how students apply GAI tools in academic writing, thereby affecting the strength or 
direction of the hypothesized relationships (Strzelecki & El-Arabawy, 2024; Xu et al., 2025). 
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3. Materials and Methods 

This study adopted a quantitative research design to investigate the factors influencing 
university students’ use of GAI tools in completing academic writing tasks. A structured 
questionnaire (see Appendix A) was developed based on the extended UTAUT framework and 
supplemented with three new constructs, drawing upon relevant literature. 

Prior to data collection, ethical approval was obtained from the Peking University Institutional 
Review Board. Participation was voluntary, and informed consent was obtained electronically. 

3.1. Questionnaire Design 

The questionnaire consisted of two main sections. The first section gathered demographic 
information, including participants’ gender, grade, and academic major. The second section focused 
on factors influencing university students’ use of GAI tools in academic writing. It incorporated both 
four core constructs from UTAUT framework (Venkatesh et al., 2003) and the three additional 
constructs relevant to ethical aspects of academic writing (Pintrich et al., 1993; Ramdani, 2018; Wang 
et al., 2025). All items were rated on a five-point Likert scale ranging from 1 (strongly disagree) to 5 
(strongly agree), with higher scores indicating greater agreement. A total of 26 items were retained 
after preliminary validation and exploratory factor analysis (EFA). Demographic variables such as 
gender, grade, and major were included as potential moderators in the model. 

3.2. Data Collection 

The questionnaire was distributed to undergraduate students from three comprehensive 
universities in Beijing via a public online survey platform. A total of 1,479 responses were received. 
After initial screening, responses with patterns suggesting inattentive answering (e.g., excessive 
straight-lining or identical answers) were excluded following established data-cleaning procedures 
(Meade & Craig, 2012). As a result, 1400 valid responses were retained, yielding a valid response rate 
of 94.66%. 

Of the 1,400 participants, 707 were male (50.50%) and 693 were female (49.50%). The sample 
covered a broad distribution across academic years: 346 first-year students (24.71%), 348 second-year 
students (24.86%), 304 third-year students (21.71%), 342 fourth-year students (24.43%), and 60 fifth-
year students (4.29%). In terms of academic disciplines, 248 students majored in Medicine and Health 
(17.71%), 242 in Humanities and Social Sciences (17.29%), 241 in Education and Psychology (17.21%), 
240 in Science and Engineering (17.14%), 222 in Business and Economics (15.86%), and 207 in 
Information Technology (14.79%). Table 1 presents the demographic information of students. 

Table 1. Descriptive statistics. 

 Type Frequency (n) Percentage (%) 
Gender Male 707 50.5 

Female 693 49.5 
Grade 1st year 346 24.71 

2nd year 348 24.86 
3rd year 304 21.71 
4th year 342 24.43 
5th year 60 4.29 

Major Humanities and Social Sciences 248 17.71 
Science and Engineering 242 17.29 
Medicine and Health 241 17.21 
Education and Psychology 240 17.14 
Business and Economics 222 15.86 
Information Technology 207 14.79 
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3.3. Data Analysis 

Descriptive statistics were first conducted to summarize the demographic characteristics and to 
examine the distribution of responses across the latent variables. To assess the reliability of the 
constructs, Cronbach’s α was calculated for each multi-item scale, with a threshold value of 0.70 
indicating acceptable internal consistency (Hair et al., 2010). Convergent validity was evaluated 
through confirmatory factor analysis (CFA), using composite reliability (CR) and average variance 
extracted (AVE), with CR > 0.7 and AVE > 0.5 considered acceptable. 

Discriminant validity was assessed by comparing the square root of the AVE values for each 
construct with the inter-construct correlations. Discriminant validity was deemed satisfactory when 
each construct’s AVE exceeded the squared correlations with other constructs. Model fit was 
evaluated using multiple indices, including the comparative fit index (CFI), Tucker–Lewis index 
(TLI), root mean square error of approximation (RMSEA), and standardized root mean square 
residual (SRMR). 

After validation of the measurement model, structural equation modeling (SEM) was employed 
to test the hypothesized relationships among the constructs, using AMOS 26.0. In addition, multi-
group analysis was conducted to explore the potential moderating effects of demographic variables 
(e.g., gender, academic year, and major) on students’ generative AI usage behavior in academic 
writing. The explanatory power of the final structural model was examined through the squared 
multiple correlations (R²) of the outcome variables. 

3.4. Validity and Reliability 

SPSS 30.0 and AMOS 26.0 were used to assess the validity and reliability of the measurement 
model. Exploratory factor analysis (EFA) was first conducted to examine the underlying structure of 
the scale. The Kaiser-Meyer-Olkin (KMO) value was 0.744 and Bartlett’s test of sphericity was 
significant (p < 0.001), indicating sampling adequacy and the suitability of the data for factor analysis. 
The total variance explained by the extracted factors reached 55.06%, suggesting that the factor 
structure accounts for a substantial proportion of the variability in the observed data and 
demonstrates acceptable construct validity. 

To further validate the structure, confirmatory factor analysis (CFA) was performed. The model 
fit indices demonstrated acceptable overall model fit: χ²/df = 3.17 (<5), RMSEA = 0.085, SRMR = 0.047, 
CFI = 0.841, and TLI = 0.802. All standardized factor loadings exceeded the recommended threshold 
of 0.70, ranging from 0.85 to 0.91, confirming satisfactory item reliability. 

Convergent validity was supported by the values of Average Variance Extracted (AVE), all of 
which exceeded 0.5, and Composite Reliability (CR), which ranged from 0.91 to 0.92 (see Table 2). 
The internal consistency of the scale was also confirmed. The α values for each construct ranged from 
0.733 to 0.841, where all of them are above the 0.7 threshold. The means of the constructs were all 
above 3.0, and the standard deviations ranged from 0.53 to 0.57, indicating acceptable variability. 

Table 2. Descriptive statistics, factor Loadings, and reliability indices of constructs. 

Constructs Items Mean SD Factor 
loadings 

Cronbach’s α CR AVE 

Effort expectancy (EE) EE1 3.51 0.55 0.88 0.821 0.91 0.78 
 EE2 3.51 0.54 0.882    
 EE3 3.52 0.54 0.889    
Performance expectancy 
(PE) 

PE1 3.62 0.55 0.884 0.827 0.92 0.79 

 PE2 3.61 0.54 0.887    
 PE3 3.62 0.55 0.896    
Social influence (SI) SI1 3.5 0.55 0.887 0.833 0.92 0.79 
 SI2 3.49 0.56 0.881    
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 SI3 3.48 0.55 0.895    
Facilitating conditions 
(FC) 

FC1 3.5 0.55 0.91 0.733 0.91 0.83 

 FC2 3.48 0.53 0.91    
Trust in GAI (TGAI) TGAI1 3.67 0.55 0.874 0.827 0.91 0.78 
 TGAI2 3.68 0.55 0.881    
 TGAI3 3.69 0.55 0.887    
Ethical AI literacy (EAIL) EAIL1 3.61 0.57 0.899 0.841 0.92 0.8 
 EAIL2 3.59 0.57 0.894    
 EAIL3 3.6 0.56 0.889    
Academic integrity 
assurance (AIA) 

AIA1 3.5 0.53 0.899 0.807 0.91 0.77 

 AIA2 3.5 0.53 0.85    
 AIA3 3.52 0.54 0.884    

Discriminant validity was verified by comparing the square roots of AVE values with inter-
construct correlations, all of which met the Fornell-Larcker criterion (see Table 3). The diagonal values 
represent the square roots of the Average Variance Extracted (√AVE) for each construct, indicating 
the degree of convergent validity within each construct. The off-diagonal values represent the 
Pearson correlation coefficients between constructs, reflecting the extent of inter-construct 
relationships. 

Table 3. Correlations of constructs. 

 EE PE SI FC TGAI EAIL AIA 
EE 0.889       
PE -0.025 0.883      
SI -0.002 0.004 0.889     
FC -0.006 0.014 0.046 0.911    
TGAI 0.008 0.021 0.01 -0.021 0.883   
EAIL -0.004 -0.002 0.057 0.041 0.031 0.894  
AIA -0.014 -0.023 0.005 0.016 -0.025 0.002 0.877 

Interestingly, the correlations among the four core constructs of the UTAUT model (PE, EE, SI, 
FC) were either negligible or slightly negative, though none were statistically or practically significant. 
This pattern suggests that these constructs, while theoretically distinct, may be perceived 
independently by students in the context of GAI use in academic writing. Such low correlations also 
support the discriminant validity of the constructs. 

Additionally, the Heterotrait-Monotrait (HTMT) ratios were all below the recommended 
threshold of 0.9, further supporting discriminant validity (see Table 4). 

Table 4. Heterotrait-monotrait (HTMT) ratio of correlation. 

 EE PE SI FC TGAI EAIL AIA 
EE        
PE 0.021       
SI 0.016 0.017      
FC 0.012 0.012 0.04     
TGAI 0.024 0.021 0.021 0.019    
EAIL 0.006 0.01 0.05 0.036 0.027   
AIA 0.026 0.017 0.005 0.022 0.021 0.012  
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4. Results 
4.1. Structural Model 

The study evaluated university students’ acceptance of GAI in academic writing tasks by 
examining the effects of PE, EE, SI, FC, TGAI, EAIL and AIA on BI. Additionally, the influence of BI 
on UB was also analyzed. Table 5 below presents the results of hypothesis testing. The findings 
indicated that PE (β = 0.113, p < 0.001), EE (β = 0.146, p < 0.001), SI (β = 0.101, p < 0.001), FC (β = 0.103, 
p < 0.001), TGAI (β = 0.138, p < 0.001), EAIL (β = 0.177, p < 0.001), AIA (β = 0.194, p < 0.001) significantly 
influenced students intention to use GAI, and behavioral intention (β = 0.429, p < 0.001) significantly 
influenced students’ actual use of GAI. Hence, H1 through H8 were all supported. 

Table 5. Results of hypothesis testing and path coefficients. 

Hypothesis Path Coefficients (β ) p 
H1: PE → BI 0.113 < 0.001 
H2: EE → BI 0.146 < 0.001 
H3: SI → BI 0.101 < 0.001 
H4: FC → BI 0.103 < 0.001 
H5: TGAI → BI 0.138 < 0.001 
H6: EAIL → BI 0.177 < 0.001 
H7 AIA → BI 0.194 < 0.001 
H8: BI → UB 0.429 < 0.001 

The Figure 2 below illustrates the standardized path coefficients and their significance levels for 
each hypothesized path. 

 

Figure 2. Structural model testing results. 

4.2. Moderating Effects 

To examine whether the effects of key predictors on students’ behavioral intention and actual 
use of GAI tools differed across demographic groups, this study tested the moderating roles of gender, 
grade level, and academic major using interaction-term regression analyses. The results indicated 
that none of the demographic variables significantly moderated any of the proposed relationships 
(all p > 0.05). The results of the moderation analysis are presented in Table 6. 

Table 6. Moderating effects. 

Variables Path SD Coefficients (β) p 
Gender PE→BI 0.044 0.055 0.213 
 EE→BI 0.044 0.028 0.519 
 SI→BI 0.043 -0.026 0.542 
 FC→BI 0.043 -0.007 0.877 
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 TGAI→BI 0.043 -0.058 0.182 
 EAIL→BI 0.041 -0.03 0.468 
 AIA→BI 0.045 0.036 0.416 
 BI→UB 0.049 -0.05 0.308 
Grade PE→BI 0.018 0.018 0.317 
 EE→BI 0.018 -0.014 0.425 
 SI→BI 0.018 -0.001 0.933 
 FC→BI 0.017 0.016 0.368 
 TGAI→BI 0.018 -0.017 0.344 
 EAIL→BI 0.017 -0.01 0.554 
 AIA→BI 0.018 -0.019 0.294 
 BI→UB 0.02 0.038 0.054 
Major PE→BI 0.013 -0.024 0.07 
 EE→BI 0.013 0.001 0.945 
 SI→BI 0.013 0.009 0.455 
 FC→BI 0.013 0.011 0.4 
 TGAI→BI 0.013 0.0 0.975 
 EAIL→BI 0.012 -0.006 0.635 
 AIA→BI 0.013 0.006 0.655 
 BI→UB 0.014 0.002 0.862 

4. Discussion 
4.1. Discussion of Findings 

The structural model results reveal nuanced insights into what drives university students to use 
GAI in academic writing. All eight hypothesized paths in the extended UTAUT model were 
statistically supported. Among all predictors, the path from behavioral intention to actual use 
emerged strongest (β = 0.429), representing a medium-to-strong effect. This finding aligns with 
UTAUT theory, emphasizing intention as a pivotal gateway to behavior (Im et al., 2011; Schaper et 
al., 2007; Venkatesh et a., 2003). 

Among antecedents to intention, AIA held the most weight among newly introduced constructs 
(β = 0.194), followed closely by EAIL (β = 0.177). While both fall within the “small-to-medium” effect 
range (β between .10 and .29) per Cohen’s conventions, they represent the strongest influences in the 
expanded model. This underscores how ethical sensitivity and evaluative awareness about AI shape 
student willingness to adopt GAI tools. These effects resonate with studies highlighting ethical 
awareness as a central component of AI usage (e.g., Usher & Barak, 2024; Wang et a., 2025). Closely 
following were EE (β = 0.146) and TGAI (β = 0.138), both also within the small-to-medium range. 
These findings support the idea that students’ perception of ease of use and confidence in their 
writing abilities play significant roles—consistent with prior research (e.g., Sha et al., 2025). In 
addition, the traditional UTAUT constructs—PE (β = 0.113), SI (β = 0.101), and FC (β = 0.103)—while 
possessing smaller effect sizes, remain statistically significant, as confirmed by previous research (e.g., 
Blut et al., 2022; Marchewka & Kostiwa, 2007). These results suggest that while traditional constructs 
in the UTAUT model remain relevant predictors of students’ intention to use GAI, while enhancing 
AI literacy education may have substantial impact in strengthening that intention. 

Interestingly, the moderating analysis revealed that gender, grade, and major did not 
significantly moderate any of the hypothesized paths. This finding suggests that students’ acceptance 
and use of GAI tools are largely consistent across demographic groups, possibly reflecting the 
growing ubiquity and normalization of such tools in higher education. This result is partially 
inconsistent with previous findings (e.g., Lin & Jiang, 2025; Xu et al., 2025). For example, Xu et al. 
(2025) reported that gender moderated the effects of novelty value and social influence on behavioral 
intention, and grade moderated the effect of facilitating conditions. The discrepancy may be 
attributed to contextual factors such as cultural and institutional environments, the nature of the AI 
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tools involved, or students’ growing familiarity with GAI regardless of demographic background. 
Additionally, it may reflect a shift toward more equitable access to digital resources and a 
convergence in students’ attitudes toward emerging technologies across different academic fields. 

5. Conclusions 

This study investigated the factors influencing university students’ use of GAI tools in academic 
writing by extending the UTAUT framework to include trust in GAI, ethical AI literacy, and academic 
integrity assurance. The results demonstrated that all eight hypothesized relationships were 
statistically supported, highlighting the relevance of both technological and psychological variables 
in shaping students’ behavioral intentions and actual usage. Moreover, the lack of significant 
moderating effects from gender, grade level, and academic major suggests a relatively consistent 
pattern of GAI adoption across different student groups. These findings not only enrich the 
theoretical understanding of GAI use in higher education but also offer practical guidance for 
promoting ethical and effective integration of AI tools into writing instruction. 

5.1. Limitations 

Despite its contributions, this study has several limitations that should be acknowledged. First, 
the data were collected through self-reported questionnaires, which may be subject to common 
method bias and social desirability effects, potentially inflating the observed relationships. Second, 
the cross-sectional design limits the ability to infer causal relationships between the constructs. 
Longitudinal or experimental studies are needed to examine how students’ intentions and behaviors 
regarding GAI use evolve over time. Third, the sample was drawn from three universities in Beijing, 
which may restrict the generalizability of the findings to students in other regions or educational 
contexts. Future research should consider more diverse samples, including students from different 
cultural, institutional, and linguistic backgrounds. Finally, while the study introduced three new 
constructs into the UTAUT framework, other potentially influential factors—such as digital literacy, 
prior AI usage experience, and teacher attitudes—were not examined and could be incorporated in 
future models to provide a more comprehensive understanding of GAI adoption in academic writing. 

5.2. Implications 

The results of this study shed light on several actionable insights for higher education 
stakeholders. The strong predictive power of the extended UTAUT model suggests that effective 
integration of GAI tools into academic writing should involve more than just providing access to 
technology. Educators are encouraged to design instructional approaches that foster students’ 
confidence in their own writing abilities and cultivate their critical awareness of AI-generated content. 
These psychological and cognitive supports can help students use GAI tools more thoughtfully and 
appropriately. In addition, the significant influence of academic integrity assurance points to the 
necessity of reinforcing ethical considerations in AI-assisted writing. Embedding clear guidance on 
authorship, originality, and responsible tool use within writing curricula can mitigate potential 
misuse. Notably, the absence of moderating effects across demographic groups implies that students 
are responding to GAI use in relatively uniform ways, regardless of their gender, year of study, or 
academic major. This suggests that broad-based interventions—such as institutional policies and 
general training programs—may be effective across diverse student populations. Universities may 
also benefit from establishing transparent usage policies and offering hands-on workshops to ensure 
students can engage with GAI tools productively and ethically. 
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Abbreviations 

The following abbreviations are used in this manuscript: 

GAI Generative Artificial Intelligence 
UTAUT Unified Theory of Acceptance and Use of Technology 
PE Performance Expectancy 
EE Effort Expectancy 
SI Social Influence 
FC Facilitating Conditions 
TGAI Trust in GAI 
EAIL Ethical AI Literacy 
AIA Academic Integrity Assurance 
BI Behavioral Intention 
UB Usage Behavior 
EFL English as a Foreign Language 
CFA Confirmatory Factor Analysis 
CR Composite Reliability 
AVE Average Variance Extracted 
HTMT Heterotrait-Monotrait Ratio 
KMO Kaiser-Meyer-Olkin 
SRMR Standardized Root Mean Square Residual 
RMSEA Root Mean Square Error of Approximation 
CFI Comparative Fit Index 
TLI Tucker–Lewis Index 
SEM Structural Equation Modeling 
EFA Exploratory Factor Analysis 

Appendix A 

Table A1. Questionnaire constructs and items to analyze intentions to use and actual use of GAI in academic 
writing. 

Items Constructs and Contents Reference 
 Performance Expectancy (PE) 

(Venkatesh 
et al., 2003) 

PE1 Using GAI tools helps me improve the quality of my academic writing. 
PE2 GAI tools enhance my efficiency in completing academic writing tasks. 
PE3 GAI tools contribute to better organization and clarity in my writing. 

 Effort Expectancy (EE) 
EE1 Learning to use GAI tools for academic writing is easy for me. 
EE2 I find it straightforward to interact with GAI tools when writing. 
EE3 It requires little effort for me to use GAI tools in writing assignments. 

 Social Influence (SI) 
SI1 People important to me think I should use GAI tools for academic writing. 
SI2 My peers use GAI tools for their academic writing. 
SI3 Teachers or supervisors encourage the use of GAI tools in writing. 

 Facilitating Conditions (FC) 
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FC1 I have access to necessary resources to use GAI tools effectively. 
FC2 I receive sufficient support when I encounter difficulties with GAI tools. 

 Trust in GAI (TGAI) 
Nazaretsky 
et al., 2025 

TGAI1 I trust GAI tools to generate accurate and reliable content for academic writing. 
TGAI2 I believe GAI outputs are fair and unbiased. 
TGAI3 I feel confident that I understand how GAI arrives at its suggestions. 

 Ethical AI literacy (EAIL)  

EAIL1 I understand the appropriate ways to cite or reference content generated by 
GAI. 

Long & 
Magerko, 

2020 
EAIL2 I can evaluate whether GAI output is sufficiently accurate and unbiased for 

academic purposes. 

EAIL3 
I know when it is appropriate to rely on GAI assistance and when human 

judgment is required. 
 Academic integrity assurance (AIA)  

AIA1 
I believe using GAI tools in academic writing, when properly cited, is 

compatible with my university’s academic integrity policy. 
Lubis et 
al., 2024 

AIA2 
I feel assured that using GAI for drafting or idea generation can align with 

academic honesty standards. 

AIA3 I feel confident that I can use GAI tools responsibly without violating plagiarism 
rules. 

 Behavioral Intention (BI) 

Venkatesh 
et al., 2003 

BI1 I intend to continue using GAI tools for academic writing. 
BI2 I plan to explore more ways to integrate GAI into my writing process. 
BI3 I would recommend the use of GAI tools for academic writing to others. 

 Usage Behavior (UB) 
UB1 I regularly use GAI tools to assist my academic writing. 

UB2 
I use GAI tools in different stages of writing (e.g., idea generation, 

proofreading). 
UB3 I actively integrate GAI suggestions into my written work. 
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