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Abstract: This paper addresses the critical issue of trust in Artificial Intelligence systems, especially
when users might find it challenging to comprehend the internal decision-making processes of such
systems. A relevant topic of research in this respect is Theory of Mind, which involves attempting to
understand these systems as if they possessed beliefs, desires, and intentions. We focus on the latter:
intentions, and we examine how producing explanations based on them can improve understandability
while allowing for a better interpretation of how they align with human values. We also review some
existing methods for identifying intentions in Al systems and we conclude with a discussion on
possible future directions in this line of research.
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1. Introduction

Artificial Intelligence (Al) applications are widely used in many areas, such as health, finance,
logistics, robotics, and transport. Understanding how Al-based systems make decisions is important [1],
especially when they play a significant role in different sectors of society and can affect individual lives
or the environment. However, the inner workings of these systems are often not easy to understand
because they are complex and use complicated, or opaque, algorithms.

While it is relevant to acknowledge that Al-based systems do not possess beliefs, desires, or
intentions because they do not have consciousness or subjective experiences, theories of mind upon
them are often used. Through the Theory of Mind (see for example [2]), people attribute specific
properties to the mental states of the other (human or Al) agents: beliefs, desires, intentions, emotions,
and values. In many cases [3], this is used to help humans understand and predict better the actions of
Al-based systems.

Much research has been done on how it is possible to attribute beliefs and desires [4,5] in Al-based
systems. However, we argue that the attribution of intentions, esp. when there is no direct access
to mental states, has yet to be comprehensively explored. In this paper, we discuss the importance
of thinking and talking about artificial agents in terms of intent and how this can provide better
mechanisms for explaining, understanding, and improving Al systems. In other words, we argue that
intentions are essential to ensure and trust that such systems” actions are ethical and responsible.

1.1. Structure of this paper

In Section 2, we discuss the need for trustworthy agents in socio-technical systems and link
this need to the Theory of Mind. In Section 3, we propose focusing on intentions for generating
explanations that improve trust in opaque agents, and in Section 5, we analyse some attempts to
produce such intentions. Finally, in Section 6, we summarise the paper and discuss future work.

© 2024 by the author(s). Distributed under a Creative Commons CC BY license.
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2. The imperative for trustworthy agents: applying Theory of Mind

Trust in technology, particularly Al-based systems, is essential for effective adoption across
various societal sectors. This trust is critical for those cases where users should be able to reliably
predict and comprehend the behaviours and outputs of Al systems, e.g. where deployed in influential
and impactful areas, such as in healthcare or autonomous transportation. Trust should not just be a
product of a model’s reliable and accurate performance but should also be influenced by applying
ethical and responsibility guidelines and guardrails.

For achieving trustworthiness, one crucial need is for systems that are transparent and
understandable by humans. This entails, at the very least, the necessity for having explainable
Al-based systems to let users understand why a particular decision or action was taken, enabling
stable expectations, confidence, and trust in the technology. This is in fact the focus of the broad topic
of Explainable Al (XAI).

If we focus on agents A, that is, on actors that are situated in an environment, can sense it, and
act upon it, several sources of data can be analysed for producing explanations about the actions
of an agent. For example, if there is direct access to the agent’s world model (o1, in reinforcement
learning, an understandable policy function or the reward function that produced the policy), creating
an algorithm that explains the actions taken concerning the world model should be a simple task.
However, that is not always the case, as in many cases, we might be dealing with opaque agents in the
sense that they have a (private) policy that cannot be accessed or a policy that is too complex to be
trivially understandable, such as in the case of deep neural network reinforcement learning. In other
cases, we might be dealing with an environment that is so complex that the observations have to be
heavily processed to be used for producing explanations.

Another important topic to cover when dealing with explanations is that not all explanations are
desirable! for humans. When studying agents’ behaviour, we argue that it is valuable for humans
to understand the specific reasons behind an action taken by an Agent within the context of its
medium- or long-term behaviour. Often, actions are part of a sequence or influenced by a combination
of actions and observations, as well as external factors, rather than being isolated occurrences. In
short, we propose that explainability should prioritise communicating reasons over behaviour, and
substantiating explanations with not only desires and beliefs, but also intentions [6], rather than just
enunciating how the agent is operating. This requires awareness of an agent’s explicit mental states,
desires, and goals.

Here, we propose to design mechanisms that can produce explanations that involve these mental
states, even when they are not directly accessible. These states should include the specific goals the
agent tried to achieve and originated the action. Even if the internal representation of the world (be
it embedded in the code or the policy) that governs the agent is available, it is expected that it is not
understandable by a human.

Our objective is to be able to extract knowledge from the observation of agents so that we can
communicate their ongoing goals and how agents use actions to see to it that those goals are achieved
to observers and stakeholders of the system. If we cannot assume that the mental states are accessible
or understandable, and if we want to improve the trustworthiness of opaque agents, then we forcefully
need to assume that we must find a way to infer them via mere observation of the agent in the
environment.

In summary: understanding the decisions of opaque agents, especially when situated in complex
environments, brings upon critical challenges: inaccessibility of internal mechanisms, the potential
complexity of the decision-making process, the potential dynamic nature of the environment, the need
for consideration of ethical guidelines, and being able to produce explanations that are desirable by
humans.

1 Another important topic to cover when dealing with explanations is that not all are understandable by humans.
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Developing a theory of mind for agents is a possible way to tackle these issues. By interpreting
an agent’s behaviour in terms of beliefs and desires, humans might have more natural mechanisms
to lower the complexity of the decision-making process or the relationship between the agent and
the environment. Additionally, by referring to concepts such as beliefs and desires, it should become
easier to check against ethical constraints or guidelines. This is what certain works in the literature of
neuroscience [7-12] in the study of applying the theory of mind to humans have been focusing on for a
considerable amount of time with interesting empirical results.

Similar approaches have been followed in Al research for agents, the most popular formalisation
being the Belief-Desire-Intention agent architecture [13]. Agents built using this architecture produce a
behaviour that is immediately transparent based on a set of internal rules, and it is straightforward to
produce explanations that are desirable for humans due to these rules being implemented in terms of
beliefs, desires, goals, intentions, plans, and actions all connected by an underlying logic [14].

3. The role of intention in explainability

Explainability is a communication process between an emitter and a receiver (also called
explainee). Therefore, explanations are elements of language in a specific codification. The reliability
of an explanation depends on the emitter, while the interpretability relies on the receiver.

Therefore, the codification they share through interaction must be robust and efficient. According
to Grice’s maxims of communication [15], explanations should be as minimal as possible. There needs
to be a mechanism that is able to break down a question into further questions, but only if and when
clarification is needed. For example: Why did you, agent A, do X? should be replied just with what the
agent A believes the explainee wants to know, e.g. Why did I move up? Because I wanted a sponge, reply
with more information if prompted, e.g. Why did you move up for the sponge?, replied with I believe that
the sponges are up, Why believe that?, Because I see the sponge in the upper part of my visual input, etc.

Intentions can help structure or abstract the explanations in a way that they are more succinct,
summarising behaviour and focusing on the content the (human) explainee would rather receive
without restricting the explanation to a single level of abstraction. For example: Why did I move up?
Because I wanted to clean something. After all, as stated in [16], to explain rational behaviour or the
illusion of it, we need more than just beliefs and desires: we also need intentions. We propose to see
intentions, whether explicit or implicit in the agent’s decision-making process, as a desirable feature to
build explanations upon and a final objective of any explainability pipeline for agents.

Understanding intention in Al-based systems usually requires a precise analysis of how these
systems make decisions and the possible purposes or objectives behind these decisions. In this context,
intention refers to an active and persistent goal that an agent has chosen and committed to, and thus
that is guiding the actions of an agent [17].

Being able to infer intentions from observing opaque agents is crucial in achieving trustworthiness.
For instance, in scenarios where agents are deployed in critical decision-making processes, such as
autonomous driving, inferring intentions can help anticipate or partial trajectories of actions. For this
reason, intentions can be used to build mechanisms for explaining sequences of atomic actions in terms
of a common goal.

Furthermore, in cooperative socio-technical systems where humans and Al-based systems coexist,
comprehending the intentions behind actions can help the actors align expectations about the behaviour
of the other agents and, therefore, collaborate or compete better.

4. Intentions and value alignment

We have mentioned earlier that explanations require a shared code between emitter and receiver,
between agent and explainee. This code could be a shared ontology or a shared context. Cultural
factors that influence the generation and interpretation processes are usually involved, and such factors
can sometimes be related to (human) values, needs, norms, or conventions.
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The term value has multiple definitions. In the context of this paper, we use as its definition the
assessment or evaluation of a state of the world in terms of different criteria linked to those values [18]. 1t is
worth noting that this definition is not exempt from valid criticism [19], but this raises the fact that its
definition is still open and requires considering with special care where and how exactly are values
going to be used. As an example, [20] uses Schwartz’s theory of basic values [21] to produce value
trees that allow argumentation to decide and motivate which option is preferable from a value-based
perspective.

Value alignment is a desirable feature in an Al-based system to achieve trustworthiness, esp.
when it is expected that the system behaves in an ethically-correct way. When two or more agents
align their values, or when a human tries to determine whether an agent is aligned with their values,
understanding the intention behind the agent’s actions is a fundamental step. After all, empirical
studies support the idea that values (such as moral norms) impact the intentions humans commit
to [22,23].

To illustrate these concepts, let us return to the autonomous vehicle example. If an Al-based system
controlling the vehicle chooses an action trajectory that seemingly (through observation) prioritises
speed over safety (e.g. not slowing down enough in a busy area), understanding this intention is vital
because we might be in a case of value misalignment between the designed system and the users of
the environment.

A consequence of this line of thought is that traces of actions observed that are interpreted as
being the result of an intention can further be re-interpreted, depending on these cultural factors and
the values and needs that each explainee holds as their own [24].

5. Can we genuinely infer intentions from traces of opaque agents?

The problem of intent recognition [25], which involves discerning higher-level explanations for an
agent’s observable actions toward achieving a goal, is still considered an open problem when dealing
with opaque agents from mere observations [26].

Some methods proposed in the literature offer solutions to this problem when there is direct
access to the agents’ plans to be explained [27]. For example, [28] leverages online plan generation
within continuous domains, outperforming library-dependent methods but requiring a task-specific
planner. Another paradigmatic example is [29], in which an automated pilot models an opponent
by tracing their steps within a pre-structured problem-space hierarchy embedded within the SOAR
architecture to infer goals through an imitative process. However, these approaches require previous
knowledge of some components of these plans, such as tasks or planning domains and are still at a
different level of abstraction to intentions.

Another family of methods proposes recognising intentions when the agent’s decision process is
known and explicit, i.e when a partially observable Markov decision process (POMDP) is available.
Examples of such methods are found in [30-32].

Some works are already working on preliminary methods to achieve intention recognition from
mere observation of agents with a certain degree of success. Case-based approaches [33] can reduce
the dependency on task-specific preparations and introduce flexibility in intention recognition. [34]
proposes analogical inference and tests it in a controlled stag-hunt scenario. [35] explores intention
recognition from partial observations in the domain of game-theoretic scenarios.

In summary, as it has yet to be solved, it is uncertain if finding a solution for intention recognition
from observing opaque agents is feasible. However, there are some promising works in the literature
that, although focused on specific parts of the intention recognition process, can be starting points
to research the topic. One possible route could be to combine methods already existing for inferring
Markov decision processes (or derived formal isms) from observations [36-38] with methods as
mentioned earlier to produce intentions from POMDPs.
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6. Conclusions

This paper has proposed making intentions as first-class components in explaining the
decision-making process of artificial agents, regardless of whether they are opaque. Also, we
have emphasised the critical nature of interpreting such intentions to align agents’ actions with
human values.

The possibility of being able to infer intentions from mere external observations of agents operating
in an environment can provide the basis for developing novel mechanisms for building explanations
and helping predict the behaviour of agents. This aspect can be relevant in any socio-technical system
where (human or Al) agents have to cooperate and compete.

We have also identified some previous work that can be analysed, combined, and improved to
build mechanisms able to infer such intentions. In §5, we argue that this may be a relevant pathway
for future research.
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