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Abstract: This article develops duality principles and numerical results for a large class of non-convex
variational models. The main results are based on fundamental tools of convex analysis, duality theory
and calculus of variations. More specifically the approach is established for a class of non-convex
functionals similar as those found in some models in phase transition. Moreover, we develop a
general duality principle for quasi-convex relaxed formulations for some models in the vectorial
calculus of variations. Concerning applications of such results are presented for a non-linear model
of plates and for non-linear elasticity. Finally, in some sections we present concerning numerical
examples and the respective softwares.
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1. Introduction

In this section we establish a dual formulation for a large class of models in non-convex
optimization. It is worth highlighting the main duality principle is applied to double well models
similar as those found in the phase transition theory.

Such results are based on the works of ].J. Telega and W.R. Bielski [1-4] and on a D.C. optimization
approach developed in Toland [5]. About the other references, details on the Sobolev spaces involved
are found in [6]. Related results on convex analysis and duality theory are addressed in [7-13].

Similar models on the superconductivity physics may be found in [14-16].

At this point we recall that the duality principles are important since the related dual variational
formulations are either convex (in fact concave) or have a large region of convexity around their critical
points. These features are relevant considering that, from a concerning strict convexity, the standard
Newton, Newton type and similar methods are in general convergent. Moreover, the dual variational
formulations are also relevant since in some situations, it is possible to assure the global optimality of
some critical points which satisfy certain specific constraints theoretically established.

Among the main results here developed, we highlight the duality principles for the quasi-convex
formulations in the context of the vectorial calculus of variations. An important example in non-linear
elasticity is addressed along the text in details.

Also, for the applications in physics in the final sections, we believe to have found a path to
connect the quantum approach with a more classical one in a unified framework.

Indeed, we have presented a path to model a great variety of chemical reactions through such a
connection between the atomic and classical worlds.

Finally, in this text we adopt the standard Einstein convention of summing up repeated indices,
unless otherwise indicated.

In order to clarify the notation, here we introduce the definition of topological dual space.

© 2024 by the author(s). Distributed under a Creative Commons CC BY license.
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Definition 1.1 (Topological dual spaces). Let U be a Banach space. We shall define its dual topological
space, as the set of all linear continuous functionals defined on U. We suppose such a dual space of U, may be
represented by another Banach space U*, through a bilinear form (-,-); : U x U* — R (here we are referring
to standard representations of dual spaces of Sobolev and Lebesgue spaces). Thus, given f : U — R linear and
continuous, we assume the existence of a unique u* € U* such that

flu) = (u,u)y,Vu € U. 1)
The norm of f , denoted by || f ||+, is defined as

[ fllur = sup{|(w, u*)ul : [Jullu <1} = [[u*|u- )
uel

At this point we start to describe the primal and dual variational formulations.

2. A general duality principle non-convex optimization

In this section we present a duality principle applicable to a model in phase transition.

This case corresponds to the vectorial one in the calculus of variations.

Let Q) C R" be an open, bounded, connected set with a regular (Lipschitzian) boundary denoted
by 0Q.

Consider a functional | : V — R where

](u) = F(VM1,' t /qu) +G(u1/' t ,MN) - <ui/hi>L2'

and where

F(Vuy, -, Vi) = /Qf(wl,- Vi) dx

f: RN*" — R s a three times Fréchet differentiable function not necessarily convex. Moreover,
V=Au=(uy, - ,un) € WPRN) : u=uyonaQ},

h = (l’l1,- . /hN) € LZ(Q;RN), and 1 < p < Hoo.
We assume there exists & € R such that
= inf .
“=
Furthermore, suppose G is Fréchet differentiable but not necessarily convex. A global optimum
point may not be attained for | so that the problem of finding a global minimum for | may not be a
solution.
Anyway, one question remains, how the minimizing sequences behave close the infimum of J.

We intend to use duality theory to approximately solve such a global optimization problem.
Define V) = W&’Z(Q; RN ) and

Vo(u) ={¢p € Vp : supp¢ C B(u)},
where
B(u) = {x € O f*(Vu(x) < F(Vu(x))}.

Moreover, Y| = Y{ = L2 (Q;RN*"), Y, = Y5 = L2((; RN*"), Y3 = Y5 = L2((; RN), so that at
this point we define, F; : VX Vg =R, G1: V=R, G : V>R, G3:Vy > Rand G : V = R, by
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Fi(u,¢) = F(Vig+ Ve, -, Vuy + Vy) + / Vu; - Vu; dx
K>
+3 [ V4 Vg dx @
and K
Gi(ug, - ,un) = G(uy, -+ ,un) + 71/ uj ujdx — (ug, fi)12,
Go(Viuy, -+, Vi) = / Vu; - Vi, dx,
Ga(Ver, - Vgn) = 2 [ Voy- Vgya,
and K
1
G4(Ll1,' c ,uN) = ? /Qu] M]' dx.
Definenow J; : V x Vj — R,
]l (Ll, 4)) = F(vu + V(P) + G(M) - <ui/ hi>L2‘
Observe that
h(w¢) = F(u¢)+Gi(u) = Go(Vu) = G3(Ve) — Ga(u)
< R(,9) +Gi(w) — (Vi 2} 2 — (V,23) 2 — (1,73) 2
+ sup {(v1,27)2 — Ga(v1)}
”(71€Y1
+ sup {(v2,23) 2 — G3(v2) }
€Yy
+sup{(u,z3) 2 — Ga(u)}
uev
= F(u¢)+Gi(u) —(Vu,zi)2 = (V$,z3) 12 — (u,23) 2
+G;3(27) + G3(23) + G4 (23)
= Ji(u,¢,z"), 4)
VueV, ¢ cVo(u), 25 =(z],25,23) €Y' =Y x Y5 x Y5,
From the general results in [5], we may infer that
inf , = inf “(u, ¢, z%). 5
(u,gb)El\l}xVo(u)](u (i)) (u,(p,z*)E\l/IlVo(u)xY* ]1 (u ¢:z ) ©)
On the other hand

inf[() > inf Ji(ug).

uev (1 )€V x Vo (u)

From these last two results we may obtain

f inf “(u,d,z%).
L}gv](u) (1) €V x V(1) XY CALD

Moreover, from standards results on convex analysis, we may have
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inf Ji(u,¢,2%) = L;lg‘f/{Fl(M,@ + G1(u)
—(Vu,zy) 2 = (V¢,23) 12 — (u,23) 2
+G(21) + G3(23) + Gy (23) }

= sup {—F(v] +21,¢) - G{(vs +23) — (V§,2)2
(v,v3)€CH

+Ga(27) + G3(22) + G4 (23) }, (6)
where
C*={v"=(v],v3) €Y7 x Y5 : —div(v]);+ (v3); =0,Vie {1,--- ,N}},

Fi (o1 +21,¢) = Sug{@t, —div(z1 +071))12 — Fi(w,9)},
ue

and

Gi(v3 +123) = sug{w, 03 +23)p2 — Gi(u)}-
ue

Thus, defining
J2(9,2%,0") = F{ (v1 +21,9) = G1(v2 +23) = (V,23) 12 + Ga (21) + G3(22) + Gy (23),

we have got

inf J(u) > inf Ji(u,¢)

uev (,9)€VXVy

- inf  Ji(n6,2)

(up,z*) €V X Vo (u)xY*

= inf { inf S,z 0%) B 7
Z&gy*{q,lgvo{ngg 2 (9,20 )}} @)

Finally, observe that

inf J(u)

ueV

>  inf inf sup J5(¢,z*,0v*
- z*eY* {(pEVg(u) {U*GI(?* ]2 (¢ ) } }

> sup {( o) inf ](cpz v )} 8)

v*eC* GY*XVO

This last variational formulation corresponds to a concave relaxed formulation in v* concerning
the original primal formulation.

3. Another duality principle for a simpler related model in phase transition with a respective
numerical example

In this section we present another duality principle for a related model in phase transition.
Let O = [0,1] C R and consider a functional | : V — R where

2/ Z_1)2dx+ 2 /u dx — (u, f) 12,

and where
V={ueW"Q) : u(0) =0and u(1) = 1/2}

doi:10.20944/preprints202302.0051.v54
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and f € L2(Q).
A global optimum point is not attained for | so that the problem of finding a global minimum for
J has no solution.
Anyway, one question remains, how the minimizing sequences behave close the infimum of J.
We intend to use duality theory to approximately solve such a global optimization problem.
Denoting Vo = Wy*(Q2), at this point we define, F: V — Rand F; : V x Vy — Rby

F) =5 [ (P =17 ax,
and 1
Fi(n,g) =5 [ (0 +9/)2 1) dx.

Observe that

F > inf F V.
()= inf Fi(u9), Vu e

In order to restrict the action of ¢ on the region where the primal functional is non-convex, we
redefine a not relabeled
Vo = {4> eWH(Q) : (¢/)2—1<0,in Q}

and define also
FE:VxVy— R,

F:VxVy—=R

and
G:VxVy—R
by
1 1
F(u,¢) = 5 /Q((u’ +¢)2—1)%dx + 5 /Q u? dx — (u, f)2,
K N2
F(u,¢) = Fz(u,¢)+§/0(u) dx
+% (9) dx ©
and
K /
G(u,¢) = E/Q(u)zdx
+% | (9) dx (10)

Denoting Y = Y* = L?(Q) we also define the polar functional G* : Y* x Y* — R by

G (v%v) = sup  {(u,0") 2+ (9, 09)12 = G(u, @)}

(u,p)eVXVy
Observe that
: f > : f G* *’ *\ , * _ , * P , .
L}QU](M) N ((u,tP)z(v*,vS;?EVxVox[Y*]z{ (07 26) = (w0512 = (@rwg)1z + Bl )}

With such results in mind, we define a relaxed primal dual variational formulation for the primal
problem, represented by J; : V x Vj x [Y*]2 — R, where

doi:10.20944/preprints202302.0051.v54
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Ji(u, ¢, 0%, 05) = G*(v", 09) — (,0%) 12 = (¢, v9) 12 + F3 (1, )

Having defined such a functional, we may obtain numerical results by solving a sequence of
convex auxiliary sub-problems, through the following algorithm (in order to obtain the concerning
critical points, at first we have neglected the constraint (¢')> — 1 < 0 in Q).

.SetK=~01land K; =120.0and 0 < e < 1.

. Choose (u1,¢1) € V x V), such that ||u1]]1,c0 < 1and ||$1]/1,00 < 1.
. Setn=1.

. Calculate (v;;, (v)n) solution of the system of equations:

= W N =

o] (tn, Pun, vy, (V5)n)

Jou* =0
and
a]f(”nr‘l’nrv;ﬁr (Ug)n) —0
v !
that is 3G* (0%, (v8))
* v*, U*
anz)* 0= — un =0
wnd 9G* (03, (o9)n)
ZACIE
dv;) Pn =0
so that
 _ 9G (un, Pn)
T
and 3G( )
%\ k u 7
(6§); = g

5. Calculate (1,41, ¢n+1) by solving the system of equations:

a]ik (unJrl/ ¢n+1/ v;klr (US)n)

Jdu =0
and . .
a]l (unJrlr Pnt1, Vs (UO)VI) -0
o
that is
_v;kl + W =0
and 9F
— (V)0 + 3(”"341)4%1) =0

6. If max{||uy — uy+1lleo, l|Pn+1 — Pullo} < ¢ then stop, else set n := n + 1 and go to item 4.

At this point, we present the corresponding software in MAT-LAB, in finite differences and based
on the one-dimensional version of the generalized method of lines.
Here the software.

334 3 3 o 3 o 3 3 S 3 S o S o e e S e
1. clear all
m8=300;
d=1/mS§;
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K=0.1;

K1=120;

for i=1:m8

uo(i, 1) =i *d/2;

vo(i,1)=i*d/10;

yo(i,1)=sin(i*d*pi)/2;

end;

k=1;

b12=1.0;

while (b12 > 10743) and (k < 230000)

k=k+1;

for i=1:m8-1

duo(i,1)=(uo(i+1,1)-uo(i,1))/d;
dvo(i,1)=(vo(i+1,1)-vo(i,1))/d;

end;

m9=zeros(2,2);

m9(1,1)=1;

i=1;

f1=6x(duo(i,1) + dvo(i,1))* — 2;

m80(1,1,i)=-f1-K;

m80(1,2,i)=-1;

m80(2,1,i)=-1;

m80(2,2,i)=-f1-K1;

y11(1,i) = K* (uo(i +1,1) — 2% uo(i, 1)) /d*> — yo(i, 1);
y11(2,i) = K1 % (vo(i + 1,1) — 2 xvo(i, 1)) /d%;

m12 =2+ m80(:,:,i) —m9 * dz;
m>50(:,:,i)=m80(:,:,i)*inv(m12);

2(:i)=inv(m12)*y11(:,i)*d?%;

for i=2:m8-1

1= 6% (duo(i,1) +dovo(i,1))> - 2;

m80(1,1,i)=-f1-K;

m80(1,2,i)=-f1;

m80(2,1,i)=-f1;

m80(2,2,i)=-f1-K1;

y11(1,i) = K* (uo(i +1,1) — 2% uo(i,1) + uo(i — 1,1)) /d* — yo(i, 1);
y11(2,i) = K1 (vo(i +1,1) — 2% vo(i,1) + vo(i —1,1)) /d?;
m12 = 2% m80(:,:,i) — m9 x d> — m80(:,:,i) * m50(:,:,i — 1);
m>50(:,:,i)=inv(m12)*m80(:,:,i);

z(:,1) = ino(m12) * (y11(:,i) * d*> +m80(:,:,1) x z(:,i — 1));
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end;

U(1,m8)=1/2;
U(2,m8)=0.0;

for i=1:m8-1
U(:,m8-1)=m50(:,:, m8-1)*U(:;,m8-i+1)+z(:,m8-i);
end;

for i=1:m8
u(i,1)=U(1,i);
v(i,1)=U(2,i);

end;
b12=max(abs(u-uo))
uo=u;

VO=V;

u(m8/2,1)

end;

for i=1:m8

y(i)=i*d;

end;

plot(y,uo)

334 434 34 6 3 3 3 3 3 S S e A 3434 3 NS A A A NN

For the case in which f(x) = 0, we have obtained numerical results for K = 0.1 and K; = 120. For
such a concerning solution u( obtained, please see Figure 1. For the case in which f(x) = sin(7tx)/2,
we have obtained numerical results also for K = 0.1 and K; = 120. For such a concerning solution ug
obtained, please see Figure 2.

0.5

04r b

031 ]

0.2 ]

-0.1 I I I I I I I I I

Figure 1. solution uy(x) for the case f(x) = 0.
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0.5

045 b

0.35 ]

031 ]

0.25 ]

02 ]

0.15 b

04 f 1

0.05 ]

Figure 2. solution ug(x) for the case f(x) = sin(7x)/2.

Remark 3.1. Observe that the solutions obtained are approximate critical points. They are not, in a classical
sense, the global solutions for the related optimization problems. Indeed, such solutions reflect the average
behavior of weak cluster points for concerning minimizing sequences.

3.1. A general proposal for relaxation

Let 3 C R” be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by 0Q).
Consider a functional | : V — R where

J(u) = F(Vu) + G(u) = (u, fi)12,

where
V= {u e WHQRY) 1 u=ugon aQ},

up € CH(,;RYN),

f1€ Lz(Q,' RN ), G : V — R is convex and Fréchet differentiable, and
F(Vu) = /Q F(Vu) dx,

where f : RN*" — R is also Fréchet differentiable.
Assume there exists N € N such that

W, = {y eRV 4 (y) <f(y)} =UuL W

where for each j € {1,--- , N} W; C RN*" i an open connected set such that dW; is regular. We also
suppose
W; N W =Q,Vj # k.

Define
Wi = {v; € WA QURN) ; Voj(x) € W;, ae.in O}
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and define also

W={vo=(v1,---,vg) : vy € WjVj e {L,---,N} and supp v; N supp vx = @,Vj #k}.

At this point we define
) f(Vu(x)+ Voj(x)), if Vu(x) e W,
s (u(x),0(x)) _{ A(Vu), i Vu(x) & Wy, (1)
and
H(u) = 161}/5 /0115(u,v) dx,
where

W, ={veW : Vu(x)+ Voj(x) € Wj, if Vu(x) € Wj, ae.inQ, Vje{1,---,N}}.
Moreover, we propose the relaxed functional
Ji(u) = H(u) + G(u) = (u, f1)p2.

Observe that clearly
inf J3 (1) < inf J(u).

ueV ueV

4. A convex dual variational formulation for a third similar model

In this section we present another duality principle for a third related model in phase transition.
Let QO = [0,1] C R and consider a functional | : V — R where

T(u) = %/Qmin{(u'—l)z, (u’—i—l)z}dx—i-%/ﬂuz dx — (u, )12,

and where
V={uecW?Q) : u(0) =0and u(1) = 1/2}

and f € L2(Q).

A global optimum point is not attained for ] so that the problem of finding a global minimum for
] has no solution.

Anyway, one question remains, how the minimizing sequences behave close to the infimum of J.

We intend to use the duality theory to solve such a global optimization problem in an appropriate
sense to be specified.

At this point we define, F: V — Rand G: V — R by

F(u) = %/Qmin{(u’—l)z,(u’+1)2}dx

— %/Q(u’)zdx—/ﬂ|u’|dx+l/2
Fi(u)

(12)

and

Glu) = %/Quz dx — (u, f) 2.

Denoting Y = Y* = L2(Q) we also define the polar functional F} : Y* — Rand G* : Y* — Rby
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F(o*) = 21615{@,0*&2 —F(v)}
_ %/Q(U*)Z dx+/0|v*\ dx, (13)
and
G*((v")) = igg{—<u’rv*>Lz—G(Li)}
_ %/Q((v*>'+f)2 dx - 2o"(1). (14)

Observe this is the scalar case of the calculus of variations, so that from the standard results on
convex analysis, we have

inf J(u) = max {—F (v") — G*(—(v")")}.
ueVv vreY*
Indeed, from the direct method of the calculus of variations, the maximum for the dual formulation
is attained at some 9* € Y*.
Moreover, the corresponding solution 1y € V is obtained from the equation

Finally, the Euler-Lagrange equations for the dual problem stands for

{ (0*)" + f' —v* — sign(v*) =0, inQ, (15)

(v*)'(0) + £(0) = 0, (v*)'(1) + f(1) = 1/2,
where sign(v*(x)) = 1if v*(x) > 0, sign(v*(x)) = —1,if v*(x) < 0 and
—1 < sign(v*(x)) <1,

ifv*(x) =0.

We have computed the solutions v* and corresponding solutions 1y € V for the cases in which
f(x) =0and f(x) = sin(mx)/2.

For the solution ug(x) for the case in which f(x) = 0, please see Figure 3.

For the solution ug(x) for the case in which f(x) = sin(7tx) /2, please see Figure 4.

Remark 4.1. Observe that such solutions ug obtained are not the global solutions for the related primal
optimization problems. Indeed, such solutions reflect the average behavior of weak cluster points for concerning
minimizing sequences.
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0.6

051

0.4

031

02

Figure 3. solution ug(x) for the case f(x) = 0.

0.6

04r b

02r b

Figure 4. solution uy(x) for the case f(x) = sin(mx)/2.
4.1. The algorithm through which we have obtained the numerical results

In this subsection we present the software in MATLAB through which we have obtained the last
numerical results.

This algorithm is for solving the concerning Euler-Lagrange equations for the dual problem, that
is, for solving the equation

{ (@) +f — 0"~ sign(®*) =0, in0), (16)

(©*)'(0) =0, (v*)'(1) =1/2.

Here the concerning software in MATLAB. We emphasize to have used the smooth approximation

0" &/ (v*)* + e,

where a small value for e; is specified in the next lines.
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k= WO DN =

11.
12.

13.

14.

B e R

. clear all

. mg = 800; (number of nodes)
.d= 1/1113,‘

. e7 = 0.00001;

. fori=1:mg

yo(i,1) = 0.01;
y1(i,1) = sin(rxi/mg)/2;

end;

. fori=1:mg—1

dy1(i,1) = (y1 (i +1,1) —y1(i, 1)) /d;

end;

. for k =1:3000 (we have fixed the number of iterations)

i=1;

hs = 1/y/v0(i, 1) +ey;

myy =1+d?*hsy+d?;

mso(i) = 1/m1p;

z(i) = mso (i) * (dy1 (i, 1) * d);

. fori=2:mg—1

hs =1/+/v0(i,1)% + ey;

mip =2+ hy *d> +d*> — m50(i — 1);
m50(i) = 1/myy;

z(i) = mso (i) * (2(i = 1) +dy1 (i, 1) * d?);

end;

. v(mg, 1) = (d/2+4z(mg — 1))/ (1 — mso(mg — 1));
. fori=1:mg—1

v(mg —i,1) = msg(mg — i) x v(mg — i + 1) + z(mg — i);

end;
v(mg/2,1)
V0 = U;

end;
fori=1:mg—1

u(i,1) = (v(i+1,1) —0(i,1))/d +y1(i,1);

end;
fori=1:mg—1
x(i) =ixd;

end;

plot(x,u(:,1))

B R R R R R R S R R R S T
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5. An improvement of the convexity conditions for a non-convex related model through an
approximate primal formulation

In this section we develop an approximate primal dual formulation suitable for a large class of
variational models.

Here, the applications are for the Kirchhoff-Love plate model, which may be found in Ciarlet,
[17].

At this point we start to describe the primal variational formulation.

Let O C R? be an open, bounded, connected set which represents the middle surface of a plate
of thickness h. The boundary of (3, which is assumed to be regular (Lipschitzian), is denoted by 9().
The vectorial basis related to the cartesian system {x1, xp, x3} is denoted by (a,, a3), where « = 1,2 (in
general Greek indices stand for 1 or 2), and where a3 is the vector normal to (), whereas a; and a; are
orthogonal vectors parallel to Q). Also, n is the outward normal to the plate surface.

The displacements will be denoted by

a= {ﬁa, 123} = flga, + 1izas.
The Kirchhoff-Love relations are

g (21, X2, x3) = g (X1, X2) — X3W(X1, X2) &

and 123(3(1,3(2, X3) = w(xl, XZ). (17)

Here —h/2 < x3 < h/2 so that we have u = (u,, w) € U where

u = {u = (1, w) € WI2((;R?) x W22(Q)),
u“:wz%’:o on oQ)}

= WA (OR?) x W2(Q).

It is worth emphasizing that the boundary conditions here specified refer to a clamped plate.
We also define the operator A : U — Y x Y, where Y = Y* = LZ(Q,' szz)’ by

Au) = {y(u),x(w)},

Uyp + Ug, Waw,
'Yaﬁ(”): aﬁz 'Ba+ az ﬁ/

K“ﬁ(u) = —Wup-
The constitutive relations are given by
Nup(u) = Huprpvau(u), (18)
Ma‘g(u) = htxﬁ)\yK}\y(“)/ (19)

where: {H, B ,\y} and {h,x pAn = %H,X BAu }, are symmetric positive definite fourth order tensors. From

now on, we denote {Hyga,} = {Hapry} ' and {Iaprn} = {haprn} -
Furthermore {N,s} denote the membrane force tensor and { M,z } the moment one. The plate
stored energy, represented by (G o A) : U — R is expressed by

(GoA)w) =5 [ Nupl0)7ap) dx+ 5 [ Map()eg(u) dx 20)
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and the external work, represented by F : U — R, is given by
F(u) = (w, P)2 + (ua, Pu) 12, (21)

where P, P, P, € L2(Q) are external loads in the directions a3, a; and aj respectively. The potential
energy, denoted by | : U — R is expressed by:

J(u) = (GoA)(u) — F(u)
Define now J3 : U — R by
Ja(u) = J(u) + J5(w).

where
Kbw

0 In(a) K3/2
In such a case fora = 2.71, K = 185,b = P/|P| in ) and

—K(bw—1/100)

dx +10 / Y
Q

]S(w) =10 ln(a) K3/2

U={uel : |w|o<00land Pw > 0ae.in Q},

we get
z(u) 3I(u)+a]5(u)
ow  odw ow
_9J(u)
o + O(£3.0), (22)
and
*(u) 32](”)+32]5(”)
ow? T w2 ow?
%] (u)
s+ O(850). (23)

This new functional 3 has a relevant improvement in the convexity conditions concerning the
previous functional J.

2
Indeed, we have obtained a gain in positiveness for the second variation aa]u% ), which has
increased of order O(700 — 1000).
Moreover the difference between the approximate and exact equation

9] (u)
Jw

=0

is of order O(+£3.0) which corresponds to a small perturbation in the original equation for a load of
P = 1500 N /m?, for example. Summarizing, the exact equation may be approximately solved in an
appropriate sense.

5.1. A duality principle for the concerning quasi-convex envelope

In this section, denoting
Vi={p=¢(xy) e WHQxQER?) : ¢ =00nQx030},

we define the functional [; : U x V4 — R, where
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1 1
Jiw,¢) = Gi({wap}) + G2 <{§(u,x,5 +upgq) + Payy + Ew,,,‘wlﬁ}>
_<w,p>L2 - <1/l1x,Plx>L2. (24)
where 1
Gr({w0ap}) = 5 [ Maprutoaptoay d
and,

1 1
1 1 1
= 210 /Q /QHtxﬁAy E(ua,ﬁ +upn) + Pays (X, y) + 5Watp
1 1
X (E(”M‘ ) + Pay, (X y) + Ew,Aw,u) dx dy

We define also

Ja({ua}, ¢) = inf  Ji(u,¢),

weWy=(Q)
and

3({ua}) = ¢ig‘£1 J2({ua}, ¢).

It is a well known result from the modern Calculus of Variations theory (please, see [18] for details)
that

inf J(u) = inf Ja({ua}).
uel {ua}ewé’z(Q;Rz)

At this point we denote
Yy =Y =Y =Y; = L2(Q x O;RY)

and
Yo = Yy = L2(Q x O;R?).
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Observe that

J(u)
1 1
= Gl({w,zxﬁ}) + Gy ({Z(u,x,,g + Ll/gl,x) + (Pa,yﬁ + zw,,xw,ﬁ}>
—(w, P) 2 — (ua, Pa)p2
= Gl({w,txﬂ}) - <w,a/5/ Mtxﬂ>L2 + <w,u¢ﬁ/ szﬁ>L2

1
+@ /Q /Qw,l’é(x)/ Qa(X,y) dx dy — (wl P>L2
1 1 )
_@/ / w4 (x), Qa(X,y) dx dy + G ({z(ua,,g + u/;,,x) + ¢a,y5 + Zw,awllg}>
1
lal / / ( (ttap + upa) + Puyy + zw“wﬁ> vap(¥,y) dx dy

1 *
|Q|//< u“5+u/5“)+¢”‘yﬁ+2w"‘wﬁ>'chﬁ(xry)dxdy—<ua,Pp¢>Lz
inf {—((03)ap, Map)12 + G1((v3)ap) }
v3€Y3

v

1
4+  inf {(wraﬁ, M“,g)Lz + @ /Q /Q W (x) Qu(x,y) dx dy — (w, P)Lz}

weWg? (Q)

. 1 .
o et
1
+ / / ( Uy g+ U + v x,y)(v X, )
(v2, {ua})eszW”QRZ {|Q| wp + tpa) - Puyy + 2( 2e(%, ) (02)p(x.Y)
vl o) dxdy = G, P2+ 1 [ [ (00 0)Qurw) dxdy
> —Gl(M)——ZIQI /Q/Q<v“ﬁ> Qu Qp dx dy——zml /Q/QH"‘ﬁAﬂvaﬁvM dx dy, (25)
VuelU, (M,Q) € C*,v = {v,s} € A" where A* = A7 N A; N B,

A7 = {{vip} €Y7 © (vjp)y, =0, inQ},

* * % 1 *
A} = {{vaﬁ} €Yy : o] (/Q Uap dy)
X

= {{vipt €Y7 : {ois(x,y)} is positive definite in O x O f .

+ P, =0, inQ},
B

and

X

C*:{(M,Q)EY;XYZ* : szﬁ,zxﬁ* (/QQady) —P=0, inQ}‘

(T} = {o}

{Ha‘[%/\y } = {HIX‘B/\‘M }

Also

and

in an appropriate tensor sense.
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Here it is worth highlighting we have denoted,
Gi(M) = sup {{(v3)ap, Map)2 — G1(v3)}
U3€Y3
1 [ —
= 3 /Q hzxﬁ)\yMaﬁM/\y dx, (26)
where we recall that
{haprn} = {haprn}
in an appropriate tensorial sense.
Summarizing, defining J* : C* x A* — Rby
* * * 1 %
F(MQ") = ~GiM) g [ ] (05) Qo Qpdrdy
1 T * *
7@/0/0[{""%”%!3%” dx dy, (27)

we have got

lnf ](M) Z Sup ]*((M/Q)/U*)
et ((M,Q),0*)eC* x A*

Remark 5.1. This last dual functional is concave and such a concerning inequality corresponds a duality
principle for the relaxed primal formulation.

We emphasize such results are extensions and in some sense complement the original duality principles in
the works of Telega and Bielski, [1-3].

Moreover, if ((Mo, Qo),v;) € C* x A* is such that

6] ((Mo, Qo),vp) = 0,

it is a well known result from the Legendre transform proprieties that the corresponding (uo, ¢o) € V x Vi such
that

(WO),zxﬁ = EDC,B/\# (MO)/\]U

and

(08)ap = Hapn ((uo)w 72L (10) 0 N (P0) Ay, ;L (90) N ;(UZO)A(UZO)O ,

(US)rxﬁ,yﬁ =0,

is also such that
5]1 (uOI 4)0) =0

and
J1(uo, ¢o) = J* (Mo, Qo), vp)-

From this and

infJ) = inf hwe)> s J(MQ),0),
ueV (u,p)eVxVy ((M,Q),v*)€C* x A*
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we obtain

= i f
J1 (o, o) (u,fp)lngl J1i(u, )

= sup J¥((M,Q),v")

((M,Q),v*)eC*x A*
= J*((Mo, Qo) vg)
= InfJ(u). (28)

Also, from the modern calculus of variations theory, there exists a sequence {u,} C V such that

uy — ug, weakly in'V,

and
J(un) = J1(uo, ¢0) = inf J(u).
ucV
From this and the Ekeland variational principle, there exists {v,} C V such that
[tn —onllv < 1/n,
J(vn) < inf J(u) +1/n,
uev
and
6] (vn) |l < 1/n, ¥n €N,
so that
vy — ug, weakly in'V,
and

J(vn) = J1(uo, do) = 32{/]@)'

Assume now we are dealing with a finite dimensional version of such a model, in a finite elements of finite
differences context, for example.
In such a case we have
v, — ug, strongly in RN

for an appropriate N € N.
From continuity we obtain

8] (vn) — 8] (1) = 0,
J(@n) = ] (uo)-

Summarizing, we have got

J(up) = inf J(u),

ueVv
6] (ug) = 0.

Here we highlight such last results are valid just for this finite-dimensional model version.

6. A duality principle for a related relaxed formulation concerning the vectorial approach in the
calculus of variations

In this section we develop a duality principle for a related vectorial model in the calculus of
variations.

Let O C R” be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by 0Q) =T..

doi:10.20944/preprints202302.0051.v54
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For 1 < p < 400, consider a functional | : V — R where

J(u) = G(Vu) + F(u) = (u, f)12,

where
V= {u € Wl"’(Q;]RN) U= up onBQ},

ug € CL(Q;RN) and f € L2(Q;RN).
We assume G : Y — Rand F : V — R are Fréchet differentiable and F is also convex.
Also

G(Vu) = /Qg(Vu) dx,

where ¢ : RN*" — R it is supposed to be Fréchet differentiable. Here we have denoted Y =
LP(Q; RN>m),
We define also J; : V x Y7 — Rby
I, @) = G1(Vu+Vyp) + F(u) = (u, f)12,

where
Y; = W (Q x O;RYN)

and

Gi(Vu+ V) = i [ [ 8(Tux) + Vug(x,y) dx dy.

Moreover, we define the relaxed functional J; : V — R by

Ja(u) = inf Ju(u,¢),

where
Vo={¢eY: : ¢(x,y) =0, onQ x O }.

Now observe that

Ji(u,¢) = Gi(Vu+Vyp)+ F(u) — (u, f)2
— —|10|/Q/Qv*(x,y)~(Vu+Vy¢(x,y)) dydx+Gl(vu+vy¢)

+|10|/Q 9 () (Vu+ Vyg(x,)) dy dae+ F(w) = {1, )2

inf {—@/ﬂ/ﬂv*(x,y).v(x,y) dydx—l—Gl(v)}

veY,

T (U,(P)ig‘ngo {|(1)| /Q /Qv*(x,y) ~(Vu+Vyo(x,y)) dy dx + F(u) — (u,f)Lz}
= —Gi(v") - F" (diVx <|10|/Qv*(x,y) dy) +f>

1 x
+@ o (/Qv (x,y) dy) ® nug drI, (29)

v

V(u,¢p) € Vx Vy,v* € A*, where

A*={v"eY; : div,o*(x,y) =0, inO}.
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Here we have denoted

Gf(v*):sup{|10|/Q/Qv*(x,y)~v(x,y) dydx—Gl(v)},

veEY)
where Y, = LP(Q x O; RN*"), Y5 = L7(Q x (; RN*"), and where

S
P 9

Furthermore, for v* € A*, we have

F* (divx <|(1)| /Qv*(x,y) d]/> —|—f> - |10| o (/Q v*(x,Y) d]/> ® nug dT'

1 *
T pevay {_IOI /a /o” (x,y) - (Vu+ Vyp(x,y)) dy dx — F(u) + <u,f>Lz} , (30)

Therefore, denoting J5 : Y5 — R by

% % ) * * : % 1 %
Ja(v*) = =G (v*) — F <d1vx (/Qv (x,y) dy) +f> + 1] Jaa </Qv (x,y) dy> ®nug dr,
we have got
inf () > sup J5(0%).

v*EA*

Finally, we highlight such a dual functional J; is convex (in fact concave).

6.1. An example in finite elasticity

In this section we develop an application of results obtained in the last section to a model in
non-linear elasticity.

Let O C R3 be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by 9Q).

Concerning a standard model in non-linear elasticity, consider a functional | : V' — R where

J(u)
1 uij+uj;i 1 g +uj; 1
= 3 /Q Hij <1]2]1 + Z”m,i”m,]’) <2]l + Zum,kum,z> dx
—(ui, fi)2 (31)
where f € L>((;R3) and V = W&’z(Q;R3).
Here {H;jy; } is a fourth-order and positive definite symmetric tensor (in an appropriate standard
sense). Moreover, u = (uq,up,u3) € V is a field of displacements resulting from the f load field action

on the volume comprised by ().
At this point, we define the functional J; : V x V; — R, where

Ji(u, )
1 uijtuji Pyt Py 1
= 3q /Q /Q Hiju ( >t 5 i(um,i + Pmy;) (Um,j + Pmy;)

ugi +uk | Pry T 1
X < 2 + A 2 %4 E(“m,k + Puye) () + Py,) | dx dy

—(ui, fi) 2, (32)

doi:10.20944/preprints202302.0051.v54
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where
Vi={pc W2 QxR : ¢ =00nQ x o0}

We define also the quasi-convex envelop of |, denoted by Q; : V — R, as
= inf ,P).
Q) = inf i(u¢)
It is a well known result from the modern calculus of variations theory (please see [18] for details),

that
inf J(u) = inf Qj(u).

ueV ueV

Observe now that, denoting Y1 = Y7 = L2(Q x O;R%), Yo = Y5 = L?(Q x (;R3), and

uii+ui; Py Py 1
G1< - 2 ot ]2 +z(u'”fi+4’m'yi>(um'f+¢m’yj)>

1 uij+upi Pyt Py 1
= Hip (24— (i Y (it .

ug) g | Py Py 1
x( o I S (et Py (g + Py, ) ) dx dy (33)

we have that

Ji(u, ¢)

uijtui Py TPy 1
= G < ki > Iy > + Z(Mm,i+¢m,yi)(“m,j+¢m/y/)> — (ui, fi) 2

1 uiit+up; Py TPy 1
— _|Q|/Q/Q( ”2 L 12 +z(um,i+¢m,yi)(um,j+¢mr]/j))Uijdxdy

uiit+up; Py Py 1
+G1 ( L] 5 ]t + ] 5 + §<um’i +(Pm,yi)(um’]' +4)m,y]))

1 uijt+uj; Pyt Py 1
+|Q|/Q/Q( S ST b o)t + Pny) ) 0 dy — (i, i)

. 1
> Ulgl {_|Q| /Q /Qvijaij dx dy — G ({vij})}
+U;I€1£1 _@/0/0(02)ij Qjj dx dy+@/0/0 vij E((UZ)mi(UZ)mj) dx dy
i ! oy (Mt Py T P .
+ (u,¢)12‘£XVl {|()| ‘/Q /()(UZ] + Ql]) < 5 + 5 dx dy <ul/fl>L2
1 _
> _m /Q /Q Hijkl 0'1‘]‘ Okl dx dy
1 _
“210] /Q /Q 0ij Qmi Quk dx dy, (34)

V(u,¢p) € VxVy,(0,Q) € A*, where A* = ATNA;N A},

A7 ={(0,Q) e i X Y] : 0yy, + Qijy; =0, in QA x O}

a3 - {w,Q)erfo it (L) + i (L) =0 ina},

]

doi:10.20944/preprints202302.0051.v54
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A3 ={(0,Q) € Y] x Y] : {0y} is positive definite in O x Q}.

Hence, denoting

* 1 + 1 _
I(U,Q)Z*m/n/ﬂHijkl Tij O dXdy*m/Q/QUij Qmi Quik dx dy,

we have obtained

inf J(u) = sup J(c,Q).
ueV (U’,Q)GA*

Remark 6.1. This last dual functional is concave and such a concerning inequality corresponds a duality
principle for the relaxed primal formulation.

We emphasize again such results are also extensions and in some sense complement the original duality
principles in the works of Telega and Bielski, [1-3].

Moreover, if (09, Qo) € A* is such that

0T* (00, Qo) =0,

it is a well known result from the Legendre transform proprieties that the corresponding (ug, ¢o) € V x Vi such

that

ugr +urx Py, P, 1
(00)ij = Hiju ( > + =4 5 e+ E(”m,k + Py ) (U ) + Py,

and
(Q0)ij = (00)im(v2y)mjs
is also such that
6J1(uo,¢0) =0

and
J1 (o, o) = T* (00, Qo)-
From this and
inf J(u) = inf u,¢) > *(o,Q),
l}lélV]( ) (u,(p)lngVl N ) 2 (;;54*] (@Q)
we obtain
, = inf u,
J1(uo, ¢o) (u,¢)lng1 J1(u, ¢)
= sup J'(0,Q)
(0,Q)eA*
= J"(00,Qo)
= infj(u). (35)
Also, from the modern calculus of variations theory, there exists a sequence {u,} C V such that
Uy — ug, weakly in 'V,
and

J(un) = Ji(uo, o) = inf J(u).
uev
From this and the Ekeland variational principle, there exists {v,} C V such that

[un —vully < 1/n,

doi:10.20944/preprints202302.0051.v54
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J(vn) < inf J(u) +1/n,
uevVv

and
10T (vn)|lv+ < 1/m, Vn €N,
so that
vy — ug, weakly in'V,
and

J(vn) = Ji(uo, ¢o) = L}Iel‘f/](”)-

Assume now we are dealing with a finite dimensional version of such a model, in a finite elements of finite
differences context, for example.
In such a case we have
v, — g, strongly in RN

for an appropriate N € N.
From continuity we obtain

6](0n) — 6] (uo) = 0,
J(@n) = ] (uo)-
Summarizing, we have got

J(uo) = inf J(u),

ueV
5](1/1()) =0.

Here we highlight such last results are valid just for this finite-dimensional model version.

7. An exact convex dual variational formulation for a non-convex primal one

In this section we develop a convex dual variational formulation suitable to compute a critical
point for the corresponding primal one.

Let QO C R? be an open, bounded, connected set with a regular (Lipschitzian) boundary denoted
by 0Q).
Consider a functional | : V — R where

J(u) = F(ux,uy) = (u, f)r2,

V =W,?(Q) and f € L2(Q).
Here we denote Y = Y* = L2(Q)) and Y; = Y; = L2(Q) x L?(Q)).
Defining
Vi={ueV : fulie < K}

for some appropriate K; > 0, suppose also F is twice Fréchet differentiable and

Yu € Vj.
Definenow F; : V = Rand F, : V — Rby

— € 2 € 2
Fy(uy,uy) = F(uy,uy) + 5 /Q us dx + 5 /Quy dx,

and . .
Fy(uy,uy) = 2 /Qui dx + 2 /Quﬁ dax,
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where here we denote dx = dxdx,.
Moreover, we define the respective Legendre transform functionals Fj and F; as
Fy (0") = (01,07) 2 + (v2,03) 2 — F1(v1,02),
where v1,v, € Y are such that
o — 9fi(01,02)
1 avl !
x 8P1 ('01, "02)
27 75 ’
2
and
F;(0%) = (01,01 + fi)2 + (v2,03) 2 — F2(v1,02),
where v1,v, € Y are such that
0F(v1,02)
* —
Ul +f1 - 801 s
of = aPz(Zil, ”02)
2 802 ’
Here f; is any function such that
(fl)x = f, in Q.
Furthermore, we define
J'(0") = —F{@©")+F(@")
1 2 1 2
_ _F;f(m)Jri/Q(val) dx+£/0(v§) dx. (36)

Observe that through the target conditions
vl + f1 = ey,

vy = ey,

we may obtain the compatibility condition

(01 + fi)y — (v2)x = 0.

Define now
A* ={v* = (v],v3) € B,(0,0) C Y] : (v} +f1)y —(v3)x =0, in Q},

for some appropriate r > 0 such that [* is convex in B, (0, 0).

Consider the problem of minimizing J* subject to v* € A*.

Assuming r > 0 is large enough so that the restriction in r is not active, at this point we define the
associated Lagrangian

Ji(@% @) =T (") + (¢, (01 + fly — (02)x)12,

where ¢ is an appropriate Lagrange multiplier.
Therefore

@) = ~FE)+ o [ @+ AP dxs o [ (02 ax
e (05 + 1)y — @) @)
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The optimal point in question will be a solution of the corresponding Euler-Lagrange equations

for J;.
From the variation of J{ in v] we obtain

LR vitf de

v} € ay (38)
From the variation of ] in v; we obtain
L LG B (39)
vy e Ox
From the variation of ] in ¢ we have
(01 + f)y — (v2)x = 0.
From this last equation, we may obtain u € V such that
v + f = euy,
and
vy = elly.
From this and the previous extremal equations indicated we have
OF} (v*) 99 _
- a’UT + UX - @ — 0,
and oF (v) 5
_9n 9% _
303 +uy + o 0.
so that oF, )
% o Uy — @y, Uy + Px
(4] + f = a'Ul s
and
. OB (ux — @y uy + ¢x)
Uy = .
avz
From this and equation (38) and (39) we have
(aa*@*)) (aa*(v*))
a7 /. vy y
+(UT +f1)x + (Uﬁ)y
= —€lUyy — €Uy + (0] )x + (v3)y + f = 0. (40)
Replacing the expressions of v} and v into this last equation, we have
oF — @y, Uy + oF — @y, uy +
—Suxx—Suyy+< 1(ux g)y My (Px>> +( 1(Mx g)y My (Px)) +f:0/
01 o (%) y
so that
(aF(”" ~ Pylty (’)")) n (aF(”x ~ Pyl ¥ (P")) L f=0,inQ. 1)
v, ; vy y

Observe that if
Vip=0
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then there exists # such that u and ¢ are also such that

ux_(l)y:ﬁx

and
uy + ng = uAy.
The boundary conditions for ¢ must be such that 7 € W&’z.
From this and equation (41) we obtain
o] (i) = 0.

Summarizing, we may obtain a solution 7 € W&’z of equation 6] (1) = 0 by minimizing J* on A*.

Finally, observe that clearly J* is convex in an appropriate large ball B, (0,0) for some appropriate
r>0

8. Another primal dual formulation for a related model

Let O C R® be an open, bounded and connected set with a regular boundary denoted by 9Q).
Consider the functional | : V — R where

J(u) = %/QVu-Vudx+%/Q(u2—,B)2dx
—(u, )12, (42)

€>0,8>0 v9>0,V=Wy>*Q)and f € L*(Q).
Denoting Y = Y* = L2(Q)), definenow J; : V x Y* — Rby

Ji(u,05) = —%/QVLL-VL[ dx — (u?,04) 2
K
+50 [(=rVPu205u— )2 dx o+ (u, £
1 *\2 *
tor /Q(vo) dx+,B/Qvo dx, (43)

Define also
At={ueV :uf>0 ae inQ},

Vo={ueV : |ul|o <Kz},

and
Vi=V,NA"

for some appropriate K3 > 0 to be specified.
Moreover define
B*={o €Y : |55l < K}

for some appropriate K > 0 to be specified.
Observe that, denoting
¢ = —yV2u+205u — f
we have 2 )
9”1 (u, v 1 2
— - = —+4K
a2 a

52 = V2 — 208 + K (—yV? + 204)?
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and
I (u,v5)

_ _~\72 * _
230, =Ki1(2¢ +2(—yV u +2v5u)) —2u

so that

det{6%J} (u,v5)}
i op) 2 (u,05) <32]f(u,vg)>2

9(v5)? ou? U}

Ki(=yV2+2035)% V24 205 + dau?
o B ®
—4K2p? — 8Ky p(—yV? + 20%)u + 8Ky gu
+4Ky (—yV?u + 204u)u. (44)

Observe now that a critical point ¢ = 0 and (—yV?u + 205u)u = fu > 0in Q.
Therefore, for an appropriate large K; > 0, also at a critical point, we have

det{0?J; (u,v5)}
62] (u) LK (—yV? +205)?
44 14

= 4Ky fu-— > 0. (45)

Remark 8.1. From this last equation we may observe that J{ has a large region of convexity about any critical
point (ug, 0;), that is, there exists a large r > 0 such that | is convex on B, (ug, 03).

With such results in mind, we may easily prove the following theorem.
Theorem 8.2. Assume Ky > max{1, K, K3} and suppose (ug, 03) € V4 x B* is such that
0J7 (ug, 05) = 0.

Under such hypotheses, there exists r > 0 such that J{ is convex in E* = B(ug,9;) N (V4 x B¥),

6](ug) =0,
and
—J(uo) = Ji(uo, 09) = inf  Ji(u,vp).
(u,0f)E€E*

9. A third primal dual formulation for a related model

Let QO C R3 be an open, bounded and connected set with a regular boundary denoted by 9.
Consider the functional | : V — R where

J(u) = %/()Vu-VudJH—%/Q(uz—,B)zdx
—(u 2, (46)

€>0,8>0v9>0,V=W*Q)and f € L*(Q).

doi:10.20944/preprints202302.0051.v54
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Denoting Y = Y* = L?(Q), definenow J; : V x Y* x Y* — Rby

* x % _ z . 1 2
Ji(u,v5,07) = Z/QVu Vudx—I—Z/QKu dx
S (01)?
_<M101>L2+§A) (—2{)8+K) dx
1 RSP
e Jo@ a2 =) dxt

—% /0(06)2 dx—ﬁ/ﬂvé dx, (47)

where ¢ > 0 is a small real constant.
Define also
AT={ueV :uf>0 ae inQ},

Vo={ueV : ||ulle <Kz},

and
Vi=WmnNnAT

for some appropriate K3 > 0 to be specified.
Moreover define
B' = {05 € Y" ¢ [0l < Ku}

and
D* ={v] € Y" : [jo]| < K5},

for some appropriate real constants K4, K5 > 0 to be specified.

Remark 9.1. Define now
Hy(u,05) = —yV? + 20§ + 4au?

For an appropriate function (or, in a more general fashion, an appropriate bounded operator) M, define
Bf = {vy € B" : 2v5+ M > €1},

for some small parameter g1 > 0.

Moreover, define
E*={ueVy : Via|u| > /|My +yV?2|.

Since for (u, US) € Vi x Bf we have u f > 0, in Q), so that for uy, up € Vi we have
sign (uy) = sign (up) in Q,

we may infer that E* is a convex set.
Moreover if (u,v§) € E* x B, then

Vaalu| > /My + V2|

dau? > My + 'yVZ

so that

and
205+ M1 > &
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so that
Hy(u,08) = —yV? + 20} + 4au® > e;.
Such a result we will be used many times in the next sections.
Observe that, defining
¢ = v;—a(u® —p)
we may obtain
9%J; (u, v, v5) « «
S0 A2 K —— 4?2
du? Ve +1x—|—su Yate
Pl 1
9(v1)2 205 +K
and )
3 (1,05,0) _
0udv;y
so that
OJ; (u,05,0})
det { 0udv}
2
_ azfi‘(u, v3,05) az]i‘(u,vi‘,vg) B asz(u, v3,05)
o(v])? ou? oudv;
_ DIV 20p A - 2t
N —2v5 + K
= H(u,vp). (48)

However, at a critical point, we have ¢ = 0 so that, for a fixed vj € B* we define the non-active
but convex restriction

(C)yy ={ueVi: (9 <e},

for a small parameter ¢ > 0.
From such results, assuming K >> max{K3, K4, K5}, and 0 < ¢ < ¢ < 1, we have that

H(u,vy) >0,

forvj € B andu € E* N (Cl)z’is.
With such results in mind, we may easily prove the following theorem.

Theorem 9.2. Suppose (ug, 07,05) € (E*N (Cl);gg) x D* x BY is such that
015 (uo,93,05) = 0.

Under such hypotheses, we have that
6] (ug) =0

and
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u = inf u
J (uo) MG(CI)ZSI( )
= Ji(uo,91,0)
= inf sup Ji(u,07,05)
(u,v{)e(Cl);éxD*{vaeg* P o }
= sup inf Ji(u,07,v5) ¢ - (49)

USGB* (u,UT)G(Cl);a x D*

Proof. The proof that
6] (ug) =0
and
J(uo) = Ji (o, 97, p)

may be easily made similarly as in the previous sections.
Moreover, observe that for K > 0 sufficiently large, we have

0%J1 (o, 7, 05)

FICHE <0, Yu; € B

so that this and the other hypotheses, we have also

“(ug,07,05) = inf “(u, 05,0,
Ji (uo, 97, 9p) (u,v;)e(cl);*xD*h( /01, 0p)
0

and

Ji (uo, 93, 95) = sup Ji (uo,97,0p).
vy EB*

From this, from a standard saddle point theorem and the remaining hypotheses, we may infer
that

J(uo) = Ji(uo,07,9p)

inf { sup Ji(u, vi‘,vS)}

(u,v7)e (Cl);8 x D* 5B

= su inf (0%, 08) b 50)
vseg* (u,vif)e(cl);;éxl)* 1 1-90
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Moreover, observe that
Ji (1o, 97,05) = inf Ji (u,07,05)
1 710 (u,v{)e(Cl);;SxD* 171770

I/ Vu-Vudxﬂ—E/ u? dx

IN

T /Qws ~ (i~ B)? dx — (u, iy

sup {IZY/QVu-Vu dx + (u?,vf)

vpEY*

2104/(% dx—ﬁ/ vy dx

+2(a1+€) /Q(vé —a(u® —p))* dx — (u,f}Lz}

= %/QVu-Vudx%—%/Q(uz—ﬁfdx
—(u, f)r2, Vu € (C1)gs- (51)

IN

Summarizing, we have got

J(uo) = Ji(uo,07,05) < inf  J(u).
uE(Cl)ZS

From such results, we may infer that

J(uo) = ue%fcllf)% J(u)

= Ji(uo,01,%)
= inf { sup ]f(u,vi‘,vs)}

(wop)e(C)g xD* | agen:

= sup{ in H(u,viﬁvé)}. 52)

v4E€B* (u,vi*)e(cl);;8 x D*
The proof is complete. [

10. An algorithm for a related model in shape optimization

The next two subsections have been previously published by Fabio Silva Botelho and Alexandre
Molter in [8], Chapter 21.

10.1. Introduction

Consider an elastic solid which the volume corresponds to an open, bounded, connected set,
denoted by Q C R3 with a regular (Lipschitzian) boundary denoted by 0Q = To UT; where [y N T; = @.
Consider also the problem of minimizing the functional | : U x B — R where

X 1 1 A
J(u,t) = §<”irfi>L2(0) + §<“irfi>L2(r,)r
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subject to
(Hiju (t)eg(u))j+ fi =0in Q,
(53)
Hijy (t)ex (u)n; — f; = 0, on Ty, Vi € {1,2,3}.

Here n = (19,12, n3) denotes the outward normal to 0Q) and

U = {u=(uy,upu3) € WAHQR3) : u=(0,0,00=00nTp},

B= {t : ) — [0,1] measurable : / H(x) dx = t1|Q|},
Q

where
0<t1 <1

and |Q)| denotes the Lebesgue measure of Q.

Moreover u = (uy,up,u3) € W 2(Q; R3) is the field of displacements relating the cartesian system
(0, x1, x2, x3), resulting from the action of the external loads f € L?((); R3) and f € L2(Ty;R3).

We also define the stress tensor {0j;} € Y* =Y = L?((; R¥*3), by

0ij(u) = Hij (t)e (1),

and the strain tensor e : U — L2(Q; R3*3) by

1 .
eij(u) = 5 (wij+uj), Vi j € {1,2,3}.

Finally,
{Hiju(t)} = {tHj, + (1 = ) Hj},

where H corresponds to a strong material and H' to a very soft material, intending to simulate voids
along the solid structure.

The variable ¢ is the design one, which the optimal distribution values along the structure are
intended to minimize its inner work with a volume restriction indicated through the set B.

The duality principle obtained is developed inspired by the works in [1,2]. Similar theoretical
results have been developed in [7], however we believe the proof here presented, which is based on
the min-max theorem is easier to follow (indeed we thank an anonymous referee for his suggestion
about applying the min-max theorem to complete the proof). We highlight throughout this text we
have used the standard Einstein sum convention of repeated indices.

Moreover, details on the Sobolev spaces addressed may be found in [6]. In addition, the primal
variational development of the topology optimization problem has been described in [7].

The main contributions of this work are to present the detailed development, through duality
theory, for such a kind of optimization problems. We emphasize that to avoid the check-board standard
and obtain appropriate robust optimized structures without the use of filters, it is necessary to discretize
more in the load direction, in which the displacements are much larger.

10.2. Mathematical formulation of the topology optimization problem

Our mathematical topology optimization problem is summarized by the following theorem.

Theorem 10.1. Consider the statements and assumptions indicated in the last section, in particular those
refereing to Q) and the functional | : U x B — R.
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Define J; : Ux B — Rby
Jo(u, t) = =Gle(u), t) + (i, fi) 12(00) + (ir fi) 121
where ,
Gle(u),t) = 5 /QHijkl(t)eij(”)ekl<”) dx,
and where
dx = dxqdxpdxs.
Define also J* : U — R by
* _ .
Jw) = inf{n 0}
= Inf{—Gle(u),t) + (ui fi)12() + (i, fi) 12y }- (54)
Assume there exists cy,cq > 0 such that
H?jklz,-jzk, > C0ZijZjj
and
Hiljkzzz‘jzkl > c1zijzij, Yz = {zjj} € R3*3, such that z # 0.
Finally, define | : U x B — R U {+oo} by
J(u,t) = J(u,t) + Ind(u,t),
where
] 0, if (u,t) € A%,
Ind(u,t) = { +o00, otherwise, (55)

where A* = A1 N Ay,
A = {(u,t) eUXxB : (O'ij(u))lj +fi =0,inQ), Vie {1,2,3}}

and
Ay ={(u,t) €Ux B : oj(u)n; — f; =0, on Ty, Vi € {1,2,3}}.

Under such hypotheses, there exists (g, tg) € U X B such that

J(ug, to) = (ult)lg{wl(u,t)

= supJ*(d)

ned
= J"(uo)
= f(uO/ tO)

= inf  G*(o1)
o)EBXC*

(t,
= G*(U(uo),to), (56)
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where
G*(o,t) = sup{(vij, 0ij) 120) — G(v, 1)}
veY
1 [ —
= E/QHijkl(t)UijUkl dx, (57)
{Hiju(t)} = {Hyju ()} !
and C* = Cy N Cy, where
= {0’ cY* : Ji]',j"’fi =0,inQ), Vi e {1,2,3}}
and
Co={ceY* : gynj— f; =0, onTy, Vi € {1,2,3}}.
Proof. Observe that
inf ) = f f t
(u,t)lgLIxB](u ) %QB{IH ](u )}
= inf {itelg {ueu{ / Hijpa (t)eij(u)ex (u) dx
+ (i, (Hijia (F)ex (1)) j + fi) 12
— (A, Hijra () ex (u)nj — fi>L2(l"t)}}}
= tlgg {Zgg{mf { / Hiji (t)eij(u)ex (u) dx
/ Hijp (t)e;j () ex (u) dx
+ (i, fi)12(q) + (W»ﬁ‘h%m}}}
= inf {sup{ / Hl]kl t)el] )ek,( )dx
teB nel
(i, fi) 12y + <ﬁirfi>L2(r,)}}
= inf{ inf G*(o,t) }. 58
i {nt. 0 ©8)
Also, from this and the min-max theorem, there exist (19, fg) € U x B such that
inf ,t) = inf ,t
wintes! 1 = Iof {ggghw >}
= inf St
wup (g0}
= Ji(uo, to)
= ;lgg ]1(M0, t)
= J"(uo). (59)
Finally, from the extremal necessary condition
9J1(uo, to) _ 0

u
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we obtain
(Hijri(to)exi (uo)) j + fi =0in Q,
and X
Hij (to)exi (uo)n; — fi = 0onTy, Vi€ {1,2,3},
so that
Gle(uo)) = 5 (o), F) 2y + 50N fhiz(ry-
Hence (ug, ty) € A* so that Ind(ug, tp) = 0 and o (ug) € C*.
Moreover
J*(uo) = —Gle(uo)) + {(u0)i fi) 210y + ((u0)i fi) 2(r,)
= Gle(uo))
= G(e(uo)) + Ind(uo, to)
J (1o, to)
= G*(0(uo), to)- (60)

This completes the proof. [

10.3. About a concerning algorithm and related numerical method

For numerically solve this optimization problem in question, we present the following algorithm

1. Sett; =05inQandn = 1.
2. Calculate u;, € U such that

]l(un/ tn) = sup ]1(”1 tn)-
uel

3. Calculate t,,,1 € B such that
Ji(tn, tni1) = l}gg Ja(tn, t).

4. If ||tys1 — tullo < 107% or n > 100 then stop, else set n := n + 1 and go to item 2.

We have developed a software in finite differences for solving such a problem.

Here the software.
3 365 3 36 3 5 36 36 3 5 3 36 3 5 3 3 3 5 3 36 3 5 3 3 3 o 3 3 S N SN

1. clear all
global Pm8 d w u v Ea Eb Lo d1 z1 m9 dul du2 dv1 dv2 ¢3
m8=27;
m9=24;
¢3=0.95;
d=1.0/mS;
d1=0.5/m9;
Ea=210 * 10°; (stronger material)
Eb=1000; (softer material simulating voids)
w=0.30;
P=-42000000;
z1=(m8-1)*(m9-1);
A3=zeros(z1,z1);
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fori=1:z1

A3(1,i)=1.0;

end;

b=zeros(z1,1);
10=0.000001*ones(z1,1);
ul=ones(z1,1);
b(1,1)=c3%*z1;

for i=1:m9-1

for j=1:m8-1

Lo(i,j)=c3;

end; end;

fori=1:z1

x1(i)=c3*z1;

end;

for i=1:2*m8*m9
x0(i)=0.000;

end;

XW=XO0;

xv=Lo;

for k2=1:24

€3=0.98*c3;
b(1,1)=c3*z1;

k2

b14=1.0;

k3=0;

while (b14 > 10735) and (k3 < 5)
k3=k3+1;

b12=1.0;

k=0;

while (b12 > 10~40) and (k < 120)
k=k+1;

k2

k3

k
X=fminunc(’funbeam’,xo);
x0=X;
b12=max(abs(xw-x0));
Xw=X;

end;
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for i=1:m9-1

for j=1:m8-1

E1 = Lo(i,j)?> * (Ea — Eb);
ex=dul(i,;);

ey=dv2(ij);
exy=1/2*(dv1(ij)+du2(i;));

Sx = Elx (ex +wxey)/(1—w?);
Sy =Elx (wxex+ey)/(1—w?);
Sxy=E1/(2*(1+w))*exy;
dc3(i,j)=-(Sx*ex+Sy*ey+2*Sxy*exy);
end;

end;

for i=1:m9-1

for j=1:m8-1
£(+(i-1)*(m8-1))=d<3(,);

end;

end;

for k1=1:1

k1

X1=linprog(f,[ ],[ |,A3,b,uo,ul,x1);
x1=X1;

end;

for i=1:m9-1

for j=1:m8-1
Lo(i,j)=X1(j+(m8-1*G-1);

end;

end;

bl4=max(max(abs(Lo-xv)))
xv=Lo;

colormap(gray); imagesc(-Lo); axis equal; axis tight; axis off;pause(le-6)
end;

end;
T I —

Here the auxiliary Function "funbeam’

function S=funbeam(x)
global Pm8 d w uv Ea Eb Lo d1 m9 dul du2 dv1 dv2
for i=1:m9
forj=1:m8
u(i,J=x(+m8)*(i-1);
v(i,j)=x(M8*m9+(i-1)*m8+j);
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end;

end;

for i=1:m9

end;

u(m9-1,1)=0;

v(m9-1,1)=0;

u(m9-1,m8-1)=0;

v(m9-1,m8-1)=0;

for i=1:m9-1

for j=1:m8-1
dul(i))=(u(ij+1)-u(i})/d;
du2(i,j)=(u(i+1,)-u(i)) /dL;
Av1()=(v(ij+1)-v(i))/d;
dv2(i))=(v(i+1,))-v(i,)/d1;

end;

end;

S=0;

for i=1:m9-1

for j=1:m8-1

El = Lo(i,j)® * Ea+ (1 — Lo(i,)?) = Eb;
ex=dul(ij);

ey=dv2(ij);
exy=1/2*(dv1(i,j)+du2(i;));

Sx =Elx (ex +wxey)/(1—w?);
Sy = Elx (wxex+ey)/(1 —w?);
Sxy=E1/(2*(1+w))*exy;
5=5+1/2*(Sx*ex+Sy*ey+2*Sxy*exy);
end;

end;
S=S*d*d1-P*v(2,(m8)/3)*d*d1;

33 o e 4 343836 36 36 36 3 3 3 o o S8 3636 36 36 3 3 3 3 o o S 3836 36 36 3 3 3 o o o S S S e e e

For a two dimensional beam of dimensions 1m x 0.5m and f; = 0.63 we have obtained the
following results:

1. Case A: For the optimal shape for a clamped beam at left (cantilever) and load P = —4 10°Nj at
(x,y) = (1,0.25), please Figure 5.

2. Case B :For the optimal shape for a simply supported beam at (0,0) and (1,0) and load P =
—410°Nj at (x,y) = (1/3,0.5), please Figure 6.

In the first case the mesh was 28 x 24. In the second one the mesh was 27 x 24
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Figure 5. Density t(x,y) for the Case A.

Figure 6. Density ¢(x,y) for the Case B.

11. A duality principle for a general vectorial case in the calculus of variations

In this section we develop a duality principle for a general vectorial case in variational
optimization.

Let QO C R3 be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by dQ). Let | : V — R be a functional where

J(u) = G(Vuy, - -+, Vuy) = (u, )2,

where
V =Wy (O;RN)

and
f=(fr,-, fn) € L2(OGRN).
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Here we have denoted u = (uq,--- ,uy) € V and
(u, 12 = (ui, fi)r2,
so that we may also denote
J(u) = G(Vu) = {u, f) 2.
Assume
G(Vu) = /Qg(Vu) dx
where g : R3N — R is a differentiable function such that
8(y) = +oo
as |y| — oo. Moreover, suppose there exists « € R such that
=i
It is well known that
© =W
o
= Inf{(GoV)™(u) = (u f)r2}. (61)
ueV
Under some mild hypotheses, from convexity, we have that
inf {(Go V)™ (u) = (u f)12}
uev
= sup {—(GoV)"(—divov")} = —(GoV)"(f), (62)

v*EA*

where
A*={v* e Y =Y" = 2(;RN) : divo* + f = 0}.

Now observe that the restriction v = Vu for some u € V is equivalent to the restriction
curlv; =0, in Q

where v = {v;} = {vi]'}?zl, Vi e {1,---,N}, with appropriate boundary conditions, so that with an
appropriate Lagrange multiplier ¢ = {¢;}, we obtain

(GoV)*(—divv*) = sup{(u,—divo*); —G(Vu)}

ueV
= sup{(Vu,v*);» — G(Vu)}
ueV
< inf Ssup{(v,v");2 — G(v) + (¢, curl v) 2
PEY* | ey
= 4,?};* G*(v* + curl ¢). (63)

where we have denoted
curl v = {curl v;}
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and
curl ¢ = {curl ¢;}.
Joining the pieces, we have got
inf J(u) = inf{G(Vu) —{u, f)r2}
> sup  {=G*(v" +curl )}, (64)

(0% ) EA* X Y*

where we recall that Y = Y* = L2((; R3N).
We emphasize such a dual formulation in (v*, ¢) is convex (in fact concave).

12. A note on the Galerkin Functional

Let O C R3 be an open, bounded and connected set with a regular (Lipschitzian) boundary

denoted by 0().
Consider the functional | : V — R where
_ , Sl
J(u) = Z/QVu Vudx+4/0u dx
_g [ ()0 (65)

Here V = Wy2(Q),y >0, « >0, § > 0.
We denote also
Y =Y* =L%(Q).

At this point we define
AT={ueV :uf>0inQ},

Va={ueV : |ullo <Ksj,
for some appropriate real constant K3 > 0 and

Vi = At NV

Observe that
J'(u) = =yV?u+auw’ —p—f,

so that we define the Galerkin functional J; : V — R by
1 1
Rw) = SII @I = 5 [ (~7V2u+au’ — pu— f)? dx.
Q
From this, we get
Phu) _ 3
=2 = (—yVu+au” — pu — f)6au
+(—yV? + 3au® — B)%. (66)

Define now
p2 = (—yV2u+au® — pu — f)>
At this point, for an appropriate small real constant £; > 0 and bounded constant operator

M; > €1, we set the intended non-active restriction

V3alu| > \/|My +9V2+ B,
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and define

Bi={ueVv : @|u| > /My + V2 + B}

Observe that since for u € V; we have u f > 0in Q) so that if 3, up € Vj then

sign(uq) = sign(up),in O,

we may infer that B; is a convex set.

Furthermore, if u € By, then
V3alu| > \/|M1 +yVZ2+ B,

Bau® > My + V2 + B,

so that

and hence
PJ(u) = —yV24+3au®> — B> My > e > 0.

For a small parameter ¢ > 0 we define the intended non-active restriction
@2 <¢g inQ),

and define
By, = {u eV @2 <eg, inQ}.

Observe that for « > 0 and B > 0 sufficiently large ¢, is convex in V; (positive definite Hessian)
so that By is a convex set. Assuming 0 < ¢ < €1 < 1, define B3 = By N By, which is a convex set.
Summarizing, if u € B3, then
8?1 (u) > 0.

With such results in mind, we define the following convex optimization problem for finding a
critical point of J.
Minimize 1 1
Rw) = S @B = 5 [ (~7V2u+au’ = pu— ) dz,
O
subject to
u € Bs.

Observe that a critical point uy € B3 of J1, from such a concerning convexity of [; on the convex
set By, is also such that

J(ug) = min J; (u).

UEB;

Finally, we may also define the convex optimization problem of minimizing

Ja(u) = KiJi(u)+J(u)

= % (—yV2u +au® — Bu — f)? dx
0

+1/ Vu‘Vudx—i—E/ ut dx
2 Ja 4 Jo
—g/nuz dx — (u, f) 2, (67)

subject to
u € Bs.

Here K; > 0 is a large real constant.
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Such a functional J3 is also convex on Bs so that a critical point ug € Bs of | is also a critical point
of J3, and thus

J3(ug) = min J3(u).

ueB3

13. A note on the Legendre-Galerkin functional

Let O C R3 be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by 9Q).
Consider the functional | : V — R where

J(u) = %/QVu-Vudx—kg/Qu‘ldx
—g /Q 2 dx — (u, f) 2 (68)

Here V = W;2(Q), 7y >0, a >0, § > 0.
We denote also
Y =Y* =L1%(Q)

and Fi: V=R, F:V—-RandF;:V — Rby

Fi(u)= %/QVu -Vu dx,

F(u) = %/ﬂu4 dx,

F(u) = g/ouz dx.

Moreover, we define F, F;, F; : Y* — R by

F(vi) = sup{(u,v7);2 —F(u)}
ueVv
_ 1 ()
= 3 0 =72 dx, (69)

F(vy) = sup{(u,03)12 — F2(u)}
ueV
_ 3 )Y
= E a 0(1/3 dx, (70)

F5(v3) = sgg{w,véhz—Fs(u)}

- zlﬁ [ (@32 dx. (71)

Observe now that these three last suprema are attained through the equations,

doi:10.20944/preprints202302.0051.v54
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From such results, at a critical point, we obtain the following compatibility conditions
L UT B (vi)l/ng
—Vz  \B B
From such relations we have .
v v
— V2 B’
and 3
3
-1(3).
B
so that .
v
i (3)
and 3
U*
vy =W (5) )
Moreover, we define the functional F; : Y* — R, by
F(0") = sup{(u,v] + v3 —v3);2 — (u, f)2}.
ueV
Therefore
0 ifo] +0v5 -0 —f=0,inQ
EX(v*) = 4 1 2 3 4 4 72
4 () { 400, otherwise. (72)

Hence, a critical point of | corresponds to the solution of the following system of equations

,U*
- (5)
' p

and
v} +v;—v3—f=0,inQ.

From this last equation we may obtain
vp =003+ S,

so that the final equations to be solved are
v}
—v3 + 05 + f+V? (5) =0

and

with the boundary conditions
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With such results in mind, we define the Legendre-Galerkin functional J* : [Y*]?> — R, where

2
o 1 . . VZU*
T (v*) = 2/()<—U2+U3+f+’)//3 3) dx

A (e (3)) w )

At this point, defining
reiee(3)
2 ﬁ s
we obtain
aZI* (’0*) .
Avz)> 7
MG ( vv32 90 (03)*
— = (-1- + +0(9),
(03 2 B R
PJr(07) _ Ba(e3)® (v
dvg00; P B )

From such results we may infer that

der (SLE)) = yﬁ@ﬂaﬁﬂﬁ)_<¥ﬁwg)2

0v;0v} 0(v3)?  9(v3)? 0v}0v}
2
vZ ok 2
= —1—L+3a( 33) +O(p) (74)
p p
Observe that a critical point ¢ = 0 so that 6>]*(v*) > 0 at a neighborhood of any critical point.
At this point we define
AT = {v* = (v5,0%) € [Y*]? %f >0, mn},

D* = {v* = (v3,05) € [Y']? : [[v" ]l < K},

for an appropriate real constant K > 0.
Define now E* = AT N D*,

Ci = {v* = (v3,v3) €E* : ¢* <¢ inQ},
for a small real constant ¢ > 0,

sz{v = (v3,v3) €E* : (—1—75 +30c<ﬁ33) ) 281},

and
C*=CinGC;.

Similarly as done in the previous section, we may prove that C* is a convex set.

Furthermore, for 0 < ¢ < ¢; < 1, we have that J* is convex on C*.

Summarizing, we may define the following convex optimization problem to obtain a critical point
of the primal functional J,
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Minimize [*(v3,v3) subject to v* = (v3,v3) € C*.
We call [* the Legendre-Galerkin functional associated to .

13.1. Numerical examples

We have obtained numerical solutions for two one-dimensional examples.

1. Fory = 1.0, = 3.0, f = 30.0, f = 10, in Q = [0, 1].

For the respective solution please see Figure 7.
2. Fory=0.01,a =3.0, =300, f =10, inQ = [0,1].

For the respective solution please see Figure 8.

3.5

Figure 7. Solution u(x) = v§(x)/p for the example 1.

3.5

251 b

Figure 8. Solution u(x) = v3(x)/p for the example 2.

47 of 186
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14. A general concave dual variational formulation for global optimization

Let O C R3 be an open, bounded and connected set a regular (Lipschitzian) boundary denoted
by 0Q.
Consider a functional | : V — R where

J(u) = G(u) — (u, )2, Vu e V.

Here V = Wy2(Q), f € L*(Q) and we also denote Y = Y* = L2(Q).
Assume there exists &« € R such that

a = inf J(u).

ueVv

Furthermore, suppose G is three times Fréchet differentiable and there exists K > 0 such that

9°G(u)
ou?

+K>0,VueV.
Define now J; : V x Y — R where,

Ji(u,v) = Gi(u,v) + F(u),

where

and

Moreover, we define the polar functionals G; : Y* x V. — Rand F* : Y* — R, where

Gi(v*,u) = sup{(v,v");2 — G1(u,0)}
veY
* * K 2
= —Gg (v +Ku)+§/0u dx, (75)

G}Qg(v*—i—Ku)—sup{(v,n*)Lz—G(v)—I;/sz ¢Jlx+§/ﬂv2 dx},

veY

and

F(=v") = Slell‘;{—wfv*hz—F(u)}

_ 1 * 2
= 5 /Q(U )7 dx. (76)
At this point we define the functional J5 : Y* x V — R by
k[, % * * K 2 * *
J; (0", u) = =Gy (v +I<u)+§/0u dx — F*(—v").
With such results in mind we define
Vi={ueV : |ulo <Kz},

and
D*={v" €Y" : ||[v"]|o < Ky},
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for appropriated real constants K3 > 0 and K4 > 0.
Moreover, we define also the penalized functional J3 : Y* X V — R where

2
T (0%, u) = Ji (0", u) — % A <v* - agi”) +£u> dx.

Finally, we remark that for ¢ > 0 sufficiently small and K; > 0 sufficiently large, J5 is concave in
D* x V; around a concerning critical point. We recall that a critical point

v*—M+£u:0, in Q.
Ju

15. A related restricted problem in phase transition

In this section we develop a convex (in fact concave) dual variational for a model similar to those
found in phase transition problems.
Let QO = [0,1] C R. Consider the functional ] : V — R where

) = %/()min{(u’+1)2,(u’—1)2}dx
—i—%/ﬂuzdx—(u,f)Lz
- %/Q(u’)z dx—/ﬂ|u’|dx+1/2
+%/ﬂu2 dx — (u, f) . (77)

Here
V={ueW?Q) : u0) =0and u(1) = 1/2}.

We also denote V; = W&'z(Q), and Y = Y* = L2(Q).
Furthermore, we define the functionals Gand F : V x V; — R by

G(u',v’):%/(u’+v’)2dx—/ lu' +7'| dx+1/2,
Q Q

and 1
F(u,v) = E/Quz dx — (u, f)2.

Moreover we define J; : V x V; — Rby
Ji(u,0) = G(u',v') + F(u,v),
and consider the problem of minimizing J; on the set
A={(u,0) e VxV : (v)? <Ky inQ}.

Already including the Lagrange multiplier ¢ concerning such restrictions, we define

B(it,0,0) = i(1,0) + 3 (92, (o7 — Ko
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Observe now that

—_

]2(“/ U/(P) = ]1(“/ ?J) + 7(4)2/ (UI)Z - K2>L2
= G, 7))+ 1(4)2, (V') = Ka)p2

N

+F(u,0)
= ( ,01) 2 — (0, 03) 2+ G, 7))
(2,( " —Kp)pe

<“ 1) 2 + (0, 03) 12 4+ F(u,0)

> inf {—(v1,07)12 — (v2,03) 12 + G1 (01,02, )
(v1,02)€EY XY
1
302 @2 - K
+ inf  {(W,0]) 2+ (0, 05) 2 + F(u,0)}
(u,0)eVxVy
= —Gi(0},035,¢) — F*(0},03), V(u,0) € V x V4, (0],05,9) € [Y*]?,
where .
Gi(w', v, 9) = G, o) + 5 (¢, (/)" = Ka)yz
Also,
Gi(v1,v3,¢) = sup  {(v1,07)12 + (01,07) 12 — G1(v1,02, ) }
Zi] Uz)GYXY
- 2/ Ul x
_ 02
+/ |o7| dx + 2/
+? /Q(P dx,
where

ooy = {2 lal(e]) + )P dx—of(Du(), if (03) =0, in ),
400, otherwise.

From this we may infer that v = ¢, in (), for some c € R.
Summarizing, denoting v* = (v, v;) = (vj,c), and
J*(0%,¢) = =G (v, ¢) — F*(v7)

we have got

inf Jy(u,0) > sup J* (v*¢).
(up)eA (v*,p)EY* xRxY*

doi:10.20944/preprints202302.0051.v54
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(78)

(79)

(80)

We have developed numerical results by maximizing the dual functional [* for two examples,

namely.

1. Example A: In this case, we consider f(x) = cos(7x)/2, K, = 107%.

For the optimal
uo = (o) + f,
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please see Figure 9.
2. Example B: In this case, we consider f(x) = cos(7x)/2, K = 30.

For the optimal
up = (v1)" + £,

please see Figure 10.

0.5

0.45 ]

0.4 1

0.35 ]

031 ]

0.25 ]

041t 1

0.05 ]

Figure 9. Solution u((x) for the example A.

0.5

031 ]

02r b

041t 1

-0.3 1 b

-04r b

05 . . . . . . . . .

Figure 10. Solution ug(x) for the example B.
16. One more dual variational formulation

In this section we develop one more dual variational formulation for a related model.
Let Q = [0,1] C R and consider the functional ] : V — R defined by

](u)z%/ﬂ((u’)Z—l)zdx-i-%/Quz dx — (u, )2,
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where
V={ucW4Q) : u(0) =0and u(1) = 1/2}.

We define also the relaxed functional J; : V x Vj — R, already including a concerning restriction
and corresponding non-negative Lagrange multiplier A2, where

J1(u,0,A) = %/ﬂ((u’—l—v')z—l)2 dx—}—%/nuz dx — (u, f) 2 + (A%, (v/)* = K) 2.

where
Vo={veW,*Q) : (¢/)>-K<0inQ}.

Observe that
1 1
3 (O 0P 12dx 5 [ dx— (u, fpa + (A% (0~ Ky
1
= (o, (W +9)2 1)+ 2 /Q((u’ +v')? —1)% dx
+(og, (' +0')? = 1) 2 + (A%, (v/)* = K)p2 — (u,03) 12 — (0, 03) 2

1
—i—(u',v]‘)Lz+<v’,v§>Lz+§/Qu2 dx — (i, f) 2

. . 1 2
;25{—@0,&))94— 2/Q(w) dx}

inf {(0h, (01 +02)2 = 1)1z + (A2 (22) = K) 2 = (01,02 — (02, 08) 12}
('01,'()2)€Y><Y

1
+  inf {(u’,vT)Lz—k(v’,v;)szL2/0142 dx_<“/f>L2}

(u,0)eVXVy

v

_ _% (v )dx—/vodx

4/ (Ul 2/ (Ul_vz dx

— (@) + R dx = /7Kde+vmn u(1). (81)

Here, we highlight v5 = c € R in (), for some real constant c.
Hence, denoting

1
* *,A - _ = * Zd _/ * d
B = 3 @2 [ ofax
1, 1 e
4 Ja v 2 Ja 2A2
_1 *\/ 2 _1 2 *
5 (1) + ) dx Z/QKA dx + ot (1)u(1) (82)

and

B(w,0) = 3 [ (' +e? =12+ 3 [ v, e,

we have obtained

inf  Jh(u,0)} > sup Ji (0%, A).
(u,v)EVxVO (U*,A)EA*X[Y*]XRXY*

Finally, for
A*={vy €Y* : v5 > ein O}

we emphasize J{ is concave on A* x [Y*] x R x Y*.


https://doi.org/10.20944/preprints202302.0051.v54

Preprints.org (Wwww.preprints.org) | NOT PEER-REVIEWED | Posted: 2 February 2024 doi:10.20944/preprints202302.0051.v54

53 of 186

Here £ > 0 is a small regularizing real constant.

Remark 16.1. The constraint (v')? — K < 0, in Q is included to restrict the action of v on the region where
the primal functional is non-convex, through an appropriate constant K > 0.

17. A model in superconductivity through an eigenvalue approach

In this section we intend to model superconductivity through a two phase eigenvalue approach.

Let QO = [0,5] C R be a straight wire corresponding to a one-dimensional super-conducting
sample.

Consider the functional ] : V x V x R — R where

_m . G o[
J(u,v,E) = 5 /QVu Vudx + > /Q|u| dx

2
—%/Q |u|? dx

+E/VU'Vvdx+g/|v|4dx
2 Jo 2 Ja

2
—w—lz/ lo|? dx
2K5 Ja
=5 (] w2+ 1) dx = mr). )
2 \Ja

Here, in atomic units, m7 is the total electronic charge, V = W&'Z(Q) and we set a; = 10*
corresponding to higher self-interacting energy which is related to a normal phase. We also set
ay = 107! corresponding to a lower self-interacting energy which is related to a super-conducting
phase and respective super-currents.

Moreover, we set y; = 72 = 1, and initially w = 1.8 which is gradually decreased to w = 1.0.

Furthermore, we define

2
2 _ |ul
|¢’N| |u|2+ |ZJ|2
and
2
2 _ v
|¢S| |u|2+ ‘Z)|2

where ¢y corresponds to a normal phase and ¢s to a super-conducting one.

At this point we observe that the temperature T = T(x, t) is proportional the frequency w/ (27)
of vibration for the normal phase.

We start the process with w = 1.8 which in atomic units corresponds to a higher temperature and
gradually decreases it to the value w = 1.0

Between w = 1.2 and w = 1.0 the system changes from an almost total normal phase to an almost
total super-conducting phase, as expected.

We highlight that the temperature is proportional to the vibrational kinetics energy

1 ory(x,t) oryn(x,t
El(t>:§/0|u|2 Ngt ). Na(t )dx

so that for
rn(x,t) = e“'ws(x)

and for a suitable vectorial function ws, we have

T0<E10<(/J2
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so that we may model the decreasing of temperature T through the decreasing of w?.

For w = 1.8, for the corresponding normal phase ¢ and super-conducting phase ¢g, please se
Figures 11 and 12, respectively.

For w = 1.0, for the corresponding normal phase ¢ and super-conducting phase ¢g, please se
Figures 13 and 14, respectively.

Figure 11. Solution ¢y (x) for the w = 1.8.

« 1071 08

Figure 12. Solution ¢g(x) for the w = 1.8.
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Figure 13. Solution ¢y (x) for the w = 1.0.

Figure 14. Solution ¢s(x) for the w = 1.0.

Finally, we have set w; /K3 ~ 1 which for large w; corresponds to the super-currents.

18. A simplified qualitative many body model for the hydrogen nuclear fusion

In this section we develop a qualitative simple model for the hydrogen nuclear fusion.

Let QO = [0,L]® C R3 be a box in which is confined a gas comprised by an amount of ionized
deuterium and tritium isotopes of hydrogen.

Though a suitable increasing in temperature, we intend to develop the following nuclear reaction

Deuterium™® + Tritium™ — Helium™" 4 Neutron (energetic).

We recall that the ionized Deuterium atom comprises a proton and a neutron and the ionized
Tritium atom comprises a proton and two neutrons.

Under certain conditions and at a suitable high temperature the ionized Deuterium and Tritium
atoms react chemically resulting in an ionized Helium atom, comprised by two protons and two
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neutrons and resulting also in one more single energetic neutron. We emphasize the higher kinetics
neutron energy level has many potential practical applications, including its conversion in electric
energy.

At this point we denote by mp, mr, mp, and my the masses of the ionized Deuterium, Tritium
and Helium atoms, and the single neutron, respectively.

Therefore, we have the following mass relation

mp +mr = my, + my.

To simplify our analysis, in such a chemical reaction, denoting the total masses of ionized
Deuterium, Tritium, Helium and single Neutrons by (mp)r, (m7)r, (mg,)r and (my)r we assume
there is a real constant ¢ > 0 such that

(mp)r = cmp, (mp)r =cmg, (my,)r = c my,, (MN)T =c my.

With such statements and definitions in mind, we define the following functional J, where

(¢, %) = ](¢D, ¢1, 91, N, ¥) = G(VP) + F(¢) + Ec(¢, 1),
where, in a simplified many body context,

1
90 (x,9) 1> = @y (1) >+ l¢n (x.y) Ploy (v) P —,
mp

1
o1 (x,9) 1> = 19) )P+ (10, (x, 9) > + 1o, (x, v) D) 1oy (v) P—,
mp

1

|om, (6,1 = 1055 (1) > + (on¢ (1) [P + [on: (o)D) o () P 5
2 my

N = Pn(x).

Here x,y € O C R3 refers to the particle densities.
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Furthermore, weassume'yp >0, 'yp > 0, 7N>0 'le >0, 'yNz > 0, 'y > 0, TN, He > 0,
’)/N2>O yN >0, andap >0, a7 > 0, ap, >0, any >0,apr >0, ag, vy >0, sothat

D
G(vVg) = L

'YzN [ (VoR) - (VoR) dx dy

Vey) - (V) dy

A

T [ Vel - (VD) dy

,),T

5t (VR (Vel,) dx dy
T

+ 202 [ (k) (Vok,) dx dy
2 Q 2 2

Yoy

o | (Vo) - (Vo) dy
H,

i

+5t | (Vo) (Voki) dx dy
H,

v

+52 | (VoR:) - (Vore) dx dy

+ 20 [ (Vgn) - (Vgn) dx, (54

and,

DéD \4’D(x—§1,y &) *l¢p (81, 82) [

F(¢) = R dx dy d¢, déo
le |<PT X — 61,y Cz()€|1/|g’2T)(|§1'§2)|2 dx dy d&y A&
txDT |<PD(X - ley %2?5?&,@)' dx dy d; dé,
L, / |pn, (x va) §2<3:|1’|§21§|(§1,§2)\ dx dy 4, de

/tf/ | (x K _|2||<PN( )1 dx de

+Z“H9N/ |pm, (x1 — &1,y — G2) Plon ()12

dx dy dé d
oY)~ Gdo)) X dy 6 Gz )

and the kinetics energy is expressed by

R = 5 [ looP D220 av gy
2/ ¢ F%T aﬂd x dy
o3 Lo 7
b [ lonl? S g gy, 86)
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where we also assume
iwt
rp =~ ¢“'ws(x,y),
~ plwt
rr = e 'we(x,y),
so that considering such a vibrational motion, the temperature T is proportional to w?, that is

T « 2.

Therefore, an increasing in T corresponds to a proportional increasing in w?.

Summarizing, we have supposed

15 2 2 L5 2
Ec(p, 1)~ —w dx C1+ =w / dx Cy,
(@)~ 5@ [ 1goP +lgrP dx €+ 50t [ pnlax G
so that we represent the increasing in T through an increasing in w?.
Moreover, we denote by my the mass of a single neutron and by m,, the mass of a single proton.
Thus, denoting also by A1, A; the proportion of non-reacted and reacted masses respectively, we
have the following constraints.

1.

[ 18Ry dx = my,
2.

[ 108, (o) P dx = m,
3.

|10, (o) P dx = m,
4.

I 08 ey P e = m,
5.

|08 ey P e = my,
6.

| #P W) dy = Ay cmy,
7.

| 185w dy = Ay cm,,
8.

| 1655 dy = 2z (20 my),

Similar constraints are valid corresponding to the charge of a single proton.
We have also the following complementing constraints,

1.
/Q |¢p|* dx dy = Ay (mp)T,
2.
/Q \pr|* dx dy = Ay (m7)7,
3.
/Q |, |* dx dy = Ay (mp, )T,
4.

/Q [pn|* dx dy = Az (mn)T,
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With such results and statements in mind and simplifying the interacting terms, we re-define the
functional | now denoting it by J;, here already including the Lagrange multipliers concerning the

constraints, where

(¢, w, E, A)

D
p

= (VD) - (Vep) dy

2

D
W (VoR)- (V9R) dx dy

+

+50 (VR - (Von, ) dx dy
T
w8 [ (Tok,)- (Vol,) dx dy

> o (Ve25) - (Very) dy

2 (VN - (Vo) dx dy

2 [ (k) (Tolk) dx dy

+ 20 [ (Von)- (Vou) dx

+2 [ 1gol* dx+ L [ lorf* ax
52 [ pu o+ 2 [ g dx
—? [ (140l + o) dx

—w%/ﬂ|¢le dx + s,

(87)
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where the functional [ 4,,, stands for

— [ R0 ([ 108 ey dx = my
~(Ep)a (0P )2 dy — hacm, )
~(enn ([ 19 ay—ascm,
~(Enn (ot o) dy =22 20m,
—Es </Q |¢p|* dx dy — /\l(mD)T>

~ta (| lorl? dx dy = ra(one)r

—E7 (/Q |pr|* dx dy — /\Z(mHg)T>

—Eg (/Q || dx dy — )lz(mN)T)
—Eg(A1 + A2 —1). (88)

Remark 18.1. In order to obtain consistent results it is necessary to set

((XN, "‘Hg) > (B(D,IXT).

In such a case, a higher temperature corresponding to a large w?, though such a nuclear reaction, will result
in a small Ay and a higher kinetics energy for the neutron field, corresponding to a large w? and A, closer to 1.

19. A more detailed mathematical description of the hydrogen nuclear fusion

In this section we develop in more details another model for the hydrogen nuclear fusion.

Remark 19.1. Denoting by i € C the imaginary unit, in this and in the subsequent sections, for the
time-dependent case we generically define the gradient of a scalar function u(x, t) with domain in R*, denoted
by Vu(x,t), as
Vu(x,t) = (iug(x,t), 1y, (x, 1), 10y, (X, 1), tlx, (x, 1)),
so that ;
. 2 2
Vu-Vu = —uj +]; -

Let QO C R3 be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by 0Q.
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Here such a set () stands for a control volume in which an ionized gas (plasma) flows. Such a gas
comprises ionized Deuterium and Tritium atoms intended, through a suitable higher temperature, to
chemically react resulting in atoms of Hellion and a field of single energetic Neutrons.

Symbolically such a reaction stands for

Deuterium®™ + Tritium® — Helium*™ + Neutron (energetic).

We recall that the ionized Deuterium atom is comprised by a proton and a neutron and the ionized
Tritium atom is comprised by a proton and two neutrons.

Moreover, the ionized Helium atom is comprised by two protons and two neutrons.

As previously mentioned, resulting from such a chemical reaction up surges also an energetic
neutron which the higher kinetics energy has a great variety of applications, including its conversion
in electric energy.

We highlight the model here presented includes electric and magnetic fields and the corresponding
potential ones.

Denoting by t the time on the interval [0, ], at this point we define the following density functions:

1. For the Deuterium field
ooy, 1> =193 (v, ) + |¢5(x/y,t)l2|¢5(y/f)|zr;/
2. For the Tritium field
o1 (e y, 12 = 15 (1, O + (o8, (xy, )+ ok, (2, v, ) 1 (v, t)lznip,
3. For the Helium field
H, H,

1
pre (3,9, )2 = 1935 (0, OF + (g (w0 + Lo (e, D) g (v 6) P
p

4. For the Neutron field
N = ¢n(x, 1),

5. For the electronic field resulting from the ionization
pe = Pe(x,y,1).

Furthermore, we define also the related densities

po(ut) = [ on(xy ) dx,

pr(v,) = [ 1gr(xy t) dx,
put(0,) = [ 10w (1) dx,
on(x8) = Ipn (3B

Pe(y,t) = /Q e (x,y,t)|? dx.
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For the chemical reaction in question we consider that one unit of mass of fractional proportion
«p of ionized Deuterium and a7 of ionized Tritium results in one unit of mass of fractional proportion
wp, of ionized Helium and ay of neutrons.

Symbolic, this stands for

1:0(D+IXTZIXHQ+IXN.

Concerning the control volume () in question and related surface control d(), we assume such
a volume has an initial (fot t = 0) amount of ionized Deuterium of (mp ) and an initial amount of
ionized Tritium of (mr)g. The initial amount of ionized Helium and single neutrons are supposed to
be zero.

On the other hand, about the surface control d(), we assume there is a part {3y C 9Q} for which is
allowed the entrance and exit of Deuterium and Tritium ionized atoms.

We assume also there is another part d(); C dQ) such that 0021 N 9y = @ for which is allowed
only the exit of ionized Helium atoms and neutrons, but not their entrance.

In 00, is allowed the exit only (not the entrance) of ionized Deuterium and Tritium atoms.

Indeed, we assume the following relations for the masses:

1. ,
(mp,N)T(t) = mp,N(t) +/O /m (on,(x,T) + pn(x,T))u-n dS dr,
2,
mp,N(t) = mpy,(t) +my(t),
3.
mpy, (t) = /QpHe(x,t) dx,
4,
my(t) = /QpN(x,t) dx,
5.
(mp,)r(t) = /QPHE(X, t) dx + /Ot /aQ pr, (x, T)u-ndldr,
6.
(mn)7(t) = /QpN(x,t) dx+/0t /BQ on(x, T)u-n dldr,
: (m)r() _ ay
(mp)r(t)  ap,’
so that
anmp,)T(t) = ap, (my)T(t),
8.
0mp)() = om0~ [ [ (plr)us S de — ap ()1 (0,
9.
(nr)(8) = (o= [ [ (pr(e)u-ndS de —ar(ma,n)r(E),
10. ,
(me)r(t) = me(t) +/O /802 (pe(x,7))u - n dS d,
11.

me(t) = /Qpe(x,t) dx.
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12.
/|<pp xt|2dx—+/|¢pxt|2dx—+/|¢ xt|2dxm—p.

Here n denotes the outward normal vectorial fields to the concerning surfaces.
Having clarified such masses relations, we define the functional

J(¢,p,t,u,E A,B)

where

J = G(Vu) +F(¢) + Ec(¢,x) + F + F + F3,

andwhereweassumeyp > 0, 'yp > 0, 'yN>0 ')/Nl > 0, 'yN2>0 7 > 0, 7 > 0, ’y§;>
0, yv >0, 'ye>0andocD>O at >0, ‘XHE>O any >0,apr >0, DCH8N>0 IXg,g>0 IXHE,E<OSO
that

6o = [ [ (VoD (VR dya
W[ [ (94R)- (VR drdy
'3/”/ (V45)- (VoF) dy dt
S 2 [ vk - (Vak,) dx ay a
m 2 [0 [ (Vok) - (Vok,) dxdy ai
72”/ / (Vopl ) dy dt
le /tf/ Vol He) dx dy dt
7N2 / v / Vo) - (Vo) dx dy dt
s /ngvN»(wN) d dt
+ I /0 v /Q (Vo) - (Vo) dx dy d, (89)

and
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ff/ . x‘%az ;f” é'i'?sﬁw'z bt
DéDT 'y / |¢p(x Clrz y)@'(é'i'gf)fl’gz’ OF 4y dy dgy dcy dt
o . [ lent=tuy )ém%}?gfﬁvg& I v dy azy azy a
ff \4>N x—|xC_t€ t||‘PN( O 4y az ar
+szH,3 / / |9, (1 — Cl,y) izél’)ézg‘l’”\’(g]’ 2 dx dy dgy dg dt

and the internal kinetics energy is expressed by
b orp Or
E(gr) = 2/ [ 160l SP - 5P dxy d

L g

L L e

L s

2/ /|¢e|2 a(.;t"-%d x dy dt, 91)

Here it is worth highlighting we have approximated the initially discrete set of indices s of
particles as a continuous positive real variable s.
Moreover,

F —i/tfﬂcurlA—B ||l2 dt
1*47_[0 012 ’

ty
/ /Emd Kp|¢p |2( ) dxdydt
4 [ Eua- Kpl] dx dy d
+ ind ° Pl‘l’p' xay t
t
+/f/ - Kpl0%] ( ) dx dy dt

+/ /Emd Kelge|? (u+> dx dy dt, 92)

where K, and K, are appropriate real constants related to the respective charges.
Here u = (11, up, u3) is the fluid velocity field and

rp, rt, r'y,, IN, Ye
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are fields of displacements for the corresponding atom fields.
Also A denotes the magnetic potential, By an external magnetic field and B is the total magnetic

field.
Moreover, E;;,; is an induced electric field.
Finally,
Cp [ Cr [t
F = 7D / v(x,y Ip - V(xy)rD dx dy dt + =T / / v(x,y IT - V(xy)rT dx dy dt

CHg tf

/v ¥+ V(g T, dx dy dt + / [ Vit Vet dx dy dt

/ / Fo - V(gyTe dx dy dt, (93)

for appropriate real positive constants Cp Cr, Cp,, Cy, C..
Such a functional | is subject to the following constraints:

1. The momentum conservation equation for the fluid motion

ou ou aP
P ( atk + Jaxk> =pfk— + Tkj,j + (Fp)r + (Fm)k,

Vk € {1,2,3}.
Here p = pp + pT + pH, + oN + pe is the total density and P is the fluid pressure field.

du; duj 2
Tj = V(axl j_ 1]28xk>

Furthermore,

Vi, je€{1,2,3},

Fe = {(Fe)) = (K09 1+ lgf 2+ loli?) + K. [ lp? x ) B

and
Fy = {(Fm)i}
D2 Jrp
= (Kp |¢P| (u+at>
3P (w+ 57)
d
)

)
K| e (u + ;:)) x B. (94)
2. Mass conservation equation:
9%
5 + div (pu) = 0.
3. Energy equation
De aQ

p— + P(divu) =

Dr — divq,
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where we assume the Fourier law
q = —KVT,

where T = T(x, t) is the scalar field of temperature.

Also,

_ Py.y4 0% 9D
¢ = Quwut
prdrr drr

2 ot ot
OH, aI‘He ) arHe
2 ot ot
pn oty dry
T o o
Qe Ore Ore
YO o (95)

+

and
De oe de

Di = o5 + uja—xj.
P=FpT),
for an appropriate scalar function F;.
5. Mass relations
(@)
mp(t) = /Q op(x, 1) dx,
(b)
mr(t) = /QpT(x,t) dx,
()
mie(t) = [ pn.(x,1) dx,
(d)
my(f) = /QpN(x,t) dx,
(e)
me(t) = /Qpe(x,t) dx,
(f) t
(mp,)7(t) = /QpHe(x,t) dx+/0 /m2 pp, (x, T)u - n dldr,
(®) t
(my)r(t) = /QPN(XI t) dx—i—/o /BQZ on(x, T)u-n dldr,
(h)

(mn)T(t) _ an

(mp)r(t) — ap,’

so that
anmpy,)T(t) = ap, (mn)7(t),

where,
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(a) t
(mpg )1 () = mpg N () + /0 sz D) n ds dr,
(b)
mp,N(t) = mpy,(t) +my(t),
(c)
t
(mo)(1) = (mo)o— [ | (po(x1))u-nds dv—ap(min)r(t),
(d)
t
(mr)(®) = (mr)o = [ [ (pr(x0)u-ndS dr —ar(ma, )7 (),
(e) t
(o)1 () = me(t) +/0 /mz (pr(x,7))u-n dS dr.
()
/|4>p (x,1)[? x—+/ 9 (x, )] x—+/ |<p (xt|2dx
6. Other mass constraints
(a)
| 18R G2 dx = my,
(b)
[ 185, Gy O dx = my,
(©
L1852 dx = my,
(d)
/ |‘PN1 X,y t) 2dx = MmNy,
(e)
/ |4)N2 x,y,t) 2 dx = my.
7. For the induced electric field, we must have
curl E;,y + % curl (K”M)r?lz (u + aartD>
+Kp|¢;|2 <u—|— ?)
2 arHe
+Rp 9| ( + 5 )
a € /
i o+ 24580 )
x(curlA—Bo)—li(curlA—Bo):0, (96)

cot

where K, and K, are appropriate real constants related to the respective charges.
8. A Maxwell equation:

divB =0,

where
B = By — curl A.
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9. Another Maxwell equation:

aivE = 4 (K, (g P +lgf2 + 1085 )+ K [l )
where the total electric field E stands for
E=E;;+ Ep,

and where generically denoting

Fig) = [ f5(¢x,8) dx g,

g { [ 2050 o]

axk

we have also

At this point we generically denote

b
(h, ) > = /0 /th hy dx dy dt.

Thus, already including the Lagrange multipliers concerning the restrictions indicated, the
extended functional J3 stands for

Js = J3(¢,u,xr,P,A,B,E AE)
= G(V¢)+F(p) +Ec(p,x)+F+F+F

8uk 8uk oP
+ <Ak,p <at + ”faxj> —ofk t Fr (FE)k — (FM)k>

L2
d .
+ <A4r £ + div (Pu)> 5 + ]Auxl + IAuxz + ]AMX3 + ]Aux4/ (97)
L
where,
De . 20 .
Jaux, = <A5, PDr +P(divu) — 5 + div q>L2

Jauy, = <A7,mD(t)/QpD(x,t) dx>L2
+ <A8rmT(t) —/QpT(x,t) dx>
<A9rmHe(t) - /QpHe(x,t) dx>

<A10,mN(t) — /QpN(x, f) dx>L2
<A111me(t) - /QPe(x/t) dx>L2

[ B2 (o)) (6) — ar () 1) )

L2

L2
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ty
Jauweg = */0 /Q ER)s(y, t < 9% (x,y, )| dme) dy dt
' Listaian (bt )
_/otf/n (Exy )7 ( (/ |98, (x,y, 1) dx — N> dy dt
_/otf/QEHe (¢ (/ [on: (2,9, )7 dx —m N> dy dt
_/Otf/Q EH6)9 (y,t (/ | (3 y, 1) dx — mN> dy dt, (100)

Jaux, = (A2, curl Ejy
—i—% curl <Kp|4>?|2 <u + a;?)
+Kp |y | <u + aartT>
+Rp |9 ( + ag?)
b o s+ 201

X (curl A —By) — 1aat(curlA—B0)>

L2
+ <A13, le B>L2

+ <A14, div E — 471 (Kp(|<p,?|2 + ¢y >+ |¢>§f|2) +K, /Q e (x, y, 1)) dx) >L2 .(101)

Here we recall the following definitions and relations:

1. For the Deuterium field
o0y, 1)1> = 19y (v, ) * + |<Pz]\31(x,y,f)|2|¢5(l/,f)|zn;/
2. For the Tritium field
op () = 19y (v, ) + (19K, (x, 3,0 + |9R, (x,y,t)|2)|¢;’3(y,t)|2n;,
3. For the Helium field

1
P (. D)2 = [y (y, O + (b (o )12 + s (e, £)P) pags (v, ) T

4. For the Neutron field
N = ¢n(x, 1),

5. For the electronic field resulting from the ionization

Pe = Pe(x,y, ).

po(ut) = [ eo(xy O dx,
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Also,

10.

11.

12.

so that
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pr(w.) = [ lgr(xy ) dx,
ou(0,8) = [ 1gn v,y 1) dx,
on () = lgn(x O,
pelyt) = [ 0e(xy 0 dx.
p = pp + 01+ Pm, +ON + e,
st )10 =m0+ [ [ (o) + pu(x, 0w m ds
i (6) = g (8) + i (1),
mis (1) = [ pr(x,1) dx,
i (f) = /Q on(x, 1) dx,
m0)(0) = (mo)o = [ [ (ool T ndsS de— ap(max)r ()
o)) = (o= [ [ (pr(a e n dS dr = ar(mi )1 (0),
(mp, )7 (t) = /Q or, (6, 1) dx + /0 t /a o, or(e 7w n drdr,

(mn) 7 (t) :/QpN(x,t) dx+/0t /msz(x,T)u-ndFdT,

(mn)r(t)  an
(mp)r(t)  am,’

anmy,)r(t) = ag, (my)r(t),
(ne)o(t) = me(t) = [ [ (pclx,myu-nds d,
me(t) = /ng(x,t) dx.

_ D 2 4. Me T 2 4. Me H, 2 5 Me
me(t) = [ 195 (x,1) e+ IREACD] e + IREHED .
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Finally,
E=E; ;+ Ep,

and where generically denoting

F9) = [ fald,%,) dx e,

g, ([ 2002 ),

we have also

and,

B = By — curl A.

20. A final mathematical description of the hydrogen nuclear fusion

In this section we develop in even more details another model for the hydrogen nuclear fusion.

Let O C R3 be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by o).

Here such a set () stands for a control volume in which an ionized gas (plasma) flows. Such a gas
comprises ionized Deuterium and Tritium atoms intended, through a suitable higher temperature, to
chemically react resulting in atoms of Helium and a field of single energetic Neutrons.

Symbolically such a reaction stands for

Deuterium® 4 Tritium™ — Helium™" + Neutron (energetic).

We recall that the ionized Deuterium atom is comprised by a proton and a neutron and the ionized
Tritium atom is comprised by a proton and two neutrons.

Moreover, the ionized Helium atom is comprised by two protons and two neutrons.

As previously mentioned, resulting from such a chemical reaction up surges also an energetic
neutron which the higher kinetics energy has a great variety of applications, including its conversion
in electric energy.

We highlight the model here presented includes electric and magnetic fields and the corresponding
potential ones.

Denoting by t the time on the interval [0, ¢ ], at this point we define the following density functions:

1. For a single Deuterium atom indexed by s:

1
b (x,y,t,5)1 = 193 (v, t,5) > + 9% (x, v, 1,5) |9 (v, t,S)Iszp,

2. For a single Tritium atom indexed by s:

1
o (x,y,t,5)1% = 19y (v, £,5)1% + (9, (x,y, 1,52 + ok, (2,9, ,5) ) 5 (v, f,S)Iszp,

3. For a single Helium atom indexed by s:

1
[ pr, (2,9, ,5) 1% = [y (v, ,5) 12 + (Lo (6,9, 8,5) P+ Lo (6,9, 1,5) P by (v, £ 9) P,
p

4. For the Neutron field:
¢N = ¢on(x,t,5),

5. For the electronic field resulting from the ionization

(Pe = (Pe(xryr t,S).
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Furthermore, we define also the related densities

oot = [ [ ooyt dx s,
o= [ [ vty )P dxds
o (v, 1) = /O el /Q (P (x,y,1,5)| dx ds,
vt = [ lon(x o) as

Ne(t)
pe(y,t) = /0 /Q pe(x,y,t,5)|? dx ds.

For the chemical reaction in question we consider that one unit of mass of fractional proportion
ap of ionized Deuterium and a7 of ionized Tritium results in one unit of mass of fractional proportion
wp, of ionized Helium and ay of neutrons.

Symbolically, this stands for

l=ap+ar =ay, +ay.

Concerning the control volume () in question and related surface control (), we assume such
a volume has an initial (fot t = 0) amount of ionized Deuterium of (mp ) and an initial amount of
ionized Tritium of (mr)g. The initial amount of ionized Helium and single neutrons are supposed to
be zero.

On the other hand, about the surface control 9Q), we assume there is a part (2; C 0Q2 for which is
allowed the entrance and exit of Deuterium and Tritium ionized atoms.

We assume also there is another part d(); C dQ) such that 0021 N 92y = @ for which is allowed
only the exit of ionized Helium atoms and neutrons, but not their entrance.

In 9(); is allowed the exit only (not the entrance) of ionized Deuterium and Tritium atoms.

Indeed, we assume the following relations for the masses:

1.
(mp, N)T(t) = mp,N(t) +/O /an (om,(x,T) 4+ pn(x,T))u-n dS dr,
2.
mp, N(t) = my,(t) +my(t),

3.

i (£) = /Q pr,(x,1) dx,
4.

mn(t) = [ pn(xt) dx,
5.

(mD)(t) = (mD)O - At ‘/E}Qlanz(pD(xl T))u -ndSdrt — aD(mHe,N)T(t),

6.

(mT) (i‘) = (mT)O — /Ot /Z}QanQZ(pT(xl T))u -ndSdrt— “T(mHg,N)T(t)/
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7. t
(mp,)7(t) = /QPHe(x,t) dx-f—/o /BQZpHe(x,T)u-ndl"dT,
8. t
(mn)r(t) = /QPN(x,f) dx+/0 /802 pn(x, T)u-n dldr,
9.
(mn)r(t) _ an
(mp,)r(t)  ag,’
so that
anmp,)T(t) = ag, (mn)T(t),
10. t
(me)r(®) = me(®)+ [ [ (pe(x 0))u-nas ar,
11.
) = /Qpe(x,t) dx
12.
_ No(®) D 2 e Nr(t) T 2 Me
me(t) = | / 97 (.9 dy dsm—+ o er e ayasie
+ |4) (y,t,5) |2 dy st (102)
[ el .

Here n denotes the outward normal vectorial fields to the concerning surfaces.
Having clarified such masses relations, denoting by Np(t) Nr(t), Ng,(t), Nn(t), N.(t) the
respective indexed number of particles at time ¢, we define the functional
](¢/Pr r,u, E/ A/ B/ {ND/ NT/ NHg/ NN/ NE})

where

J=G(Vu)+F(¢)+Ec(p,r) +F+FE+F+Fy,
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andwhereweassumeyp > 0, q/p >0, 98 >0, ny > 0, 7N2>0 7 > 0, 7 >0, 7£;>
0,y >0, e >0andap >0, ar >0, ag, >0, ay >0, apr >0, ocHeN>0 zxe,e>0 &H,e <0s0
that

G(Ve) = 2]”3/ /ND(t)/(w,?)-(v(p,?) dy ds dt
21%/tf/ND / (VD) - (VgP) dx dy ds dt
//NT /wp,, (VoT) dy ds dt

™ [ [ vak) - (Vo) dxay s ar

ENR

+7N2 ! /NT(t [ (Vek,) - (Vol,) dx dy ds dt
/tf/NHe e oy s
LT L (gt (gl andy s
s = ! I el / (Vo) - (Vofl) dx dy ds dt
UYL /Q<V¢N)-<V¢N)dxdsdt

Ye [tF Ne(t)
3T (T4 (V) dx dy ds ot (103)

and

) =
¢ (x = &1,y = & tys = s1)P¢p (81, &2, t51)
/ / / [(x,y) = (61,62)] dx dy d&y d; ds dsy dt

T Nrlt |(PT xjgl’yiérz’t’s7sl)|2|¢T(€1I§2rtrsl)‘2
ey / [(oy) = @1, dx dy dGy da ds dsy dt
apT /

/ /NT / lpp(x — &1,y — &2, t,5 — 51)|?|p7(E1, €2, t,51) 7 dx dy dg dg dt
/ /‘NHL /NHg / |(PH gl,y—éz,t,s—Sl)|2|¢He<glr§2/t)|2 dx d]/ d(:l d§2 ds d51 dt

F(¢
D
2

o

+

[(x,y) — (81,62)]
(2, y) = (81,82, 51)
« / Nn(t) /NN t)/ |¢N x_t: £ S_Sl)|2|¢N(‘:/t/Sl)|2 dx dér ds dSl dt

0 \x*€|
H, N tf NH" Np(t) |¢He é[l/y 62/ )‘ |¢N(€]I )|
/ / / / (x,y) = (61,62

Pi/ T ) el M|(§f’y§'5—(5511,)5|z|>¢6(61'€2't'51)|2 dx dy déy d, ds ds, dt

ocee tr pNe(t)  pNe(t | e ( x_gl’y_gz’tfs_51)|2|¢e(61,62,t,51)|2
/ / / / [(x,y) — (¢1,82) dx dy d&y d&p ds dsq d(104)

+
+

dx dy d¢y d¢o ds dsp dt
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and the internal kinetics energy is expressed by

tr Np(t)
Ec(¢p,r) = Z/f/ ’ /\ pl? 8;;3 Jtp dx dy ds dt
t Nr(
2/f/ e /| P T arT aerxdydsdt
2/ /HE /|¢He|2 agfe-arHe dx dy ds dt
dry Or
2 N N
2/ / /|¢>N| SN SN g dy ds di

tr 2 Ore are
2/ / /|¢e| 5 ap dxdydsdt, (105)

F —i/tfncuﬂA—B I, dt
1_47T 0 0|2 4L,

/tf /No(t)/ By - KplgD (u+arD) dx dy ds dt
/tf/ /Emd Kp|4’p|2( ETT
L (e
P i (o) s

where K, and K, are appropriate real constants related to the respective charges.
Here u = (11, up, u3) is the fluid velocity field and

Moreover,

> dx dy ds dt

) dx dy ds dt

Ip, rT, Iy, IN, Te
are fields of displacements for the corresponding particle fields.
Also A denotes the magnetic potential, By an external magnetic field and B is the total magnetic
field.

Moreover, E;;,; is an induced electric field.
Also,

Cp [t [No(D)
b= 0 /0 /Q V(ay)ID * V (xy)TD dX dy ds dt
] tf/NT(t)/V \Y% dx dy ds dt
o Jo Q (xy)IT "V (xy)IT X dY as
CHe t N, (t)
JFT/o /o /Q V() TH, = V (x,y)TH, dx dy ds dt

Cn [tr [Nn(D)
+7/o /0 /Qv(x,y)rN‘V(x,y)rN dx dy ds dt

I dx dydsd 107
—_° A A AV(x,y)re~V(x,y)re X y S t, (0)

for appropriate real positive constants Cp Cr, Cg,, Cy, C..
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Finally,

E = <8ND(t)) Otf (BND(t)

2 ot

2 ot
go [t [IN(t)\?
Ll [T (NN
2 Jo ot
where ep, €1, €N, €H,, € are small real positive constants.
Such a functional | is subject to the following constraints:

2

1. The momentum conservation equation for the fluid motion

auk a -
p(at+]a > fk

vk € {1,2,3}.

@Mﬂ» e mej<%mw
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2
)

(108)

+Tk]] + (Fe)x + (Fm)ks

Here p = pp + pr + pH, + pN + pe is the total density and P is the fluid pressure field.

Furthermore,

aul au]
T =k <8x ox; 3 lfzé)xk>

Vi j € {1,2,3},

Fp = {(Fe)i} =

(t) N, (t
(ko ([t as+ [ iggas [ ol

and

Fv = {(Fm)i}

Ne®) 7 ory
/0 |(Pp | (u + 8t> ds
NHe(t) H, 2 8
g (u+

2. Mass conservation equation:

ap

5 + div (pu) = 0.

3. Energy equation

De 0Q .
T +P(divu) = a5 div q,

where we assume the Fourier law
q= —KVT,

Np(t) or
<K,, (/0 |pD |2 <u+af> ds

) )
Ne(t) or,
Ko [ 1gef ( a> ds>

Ne(t)
L2 ds) +1<e/0 e 2 ds) E

(109)
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where T = T(x,t) is the scalar field of temperature.

Also,

DaI'D aI'D
e = Guous RS0
pTarT aI'T
2 3t ot
pHeaI‘He arHe
2 ot o

pn oIy Oty
NPT

&% . % (110)

2 ot ot

+

and
De  oe de

P=F(p,T),

for an appropriate scalar function F;.
5. Mass relations

(a)

mp(t) = /QpD(x,t) dx,
(b)

mr(t) = /QpT(x,t) dx,
(©

mie(t) = [ pa.(x,8) d,
(d)

my(f) = /QpN(x,t) dx,
(e)

me(t) = /Qpe(x,t) dx,

where,
(a) t
(mp,N)T(t) = mp,N(t) -I-/O o (o, (x,T))u-ndSdr,
(b)
mp, N(t) = mp,(t) +my(t),
(© t
(o) (1) = (mo)o— [ [ (po(x1)u-nds dr—an(min)r(t),
(d) t
(mo)(®) = (mr)o = [ [ (pr(em)u-ndS dr—ar(ma,n)r(8),

(e)

t
(mp, )7 (t) :/QPHe(x/t) dx+/0 /aQZpHe(x,T)u~ndI“dr,
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)
(mn)r(t) :/QPN(x/t) dx+/0 /BQZpN(x,r)u-ndFdr,

(8)

(mn)r(t) _ an

(mp,)r(t)  an,’

so that
anmpy,)r(t) = apg,(mn)7(t),
(h) t
(me) () :me(t)—l-/o /anz(pT(x,mu.nds dr.

@)

Np(t) m Nr(t) m
mety = [0 [ |¢,€’<y,t,s>|2dydydsm—e+ R dyas e

Ny (t) 2
—|—/ / |¢2p y,t,s)|° dy ds e (111)
P
6. Other mass constraints
(a)
18R G t,) P dxe = my,
(b)
18K, Gyt s) P dx = m,
(c)
[ 1% Gy )P dx = m,
(d)
/ \cle x,y,t,8)|" dx = my,
(e)
/ \q>N2 x,y,t,5)|? dx = my,
()
/Q |4>E(x, t,s)|? dx = mpy,
(8
/Q |qb;(x, t,s)> dx = my,
(h)

/|cp (x,t,5)[> dx = 2'm,,

mp(t) =my Np(t) +my Np(t)
mr(t) = mp Nr(t) + my Nr(t),
mp,(t) = 2my Ny, (t) +2my Ng,(t),
me(t) = me Np(t) +me Nr(t) +2 me Ny, (t).

8. For the induced electric field, we must have
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1 ~ Np(t) D2 al‘D

curl Eind—kzcurl (K,,/O ¢ | <u+8t> ds

A NT(t) T2 arT
+KPA |4)P| (U"‘ai.) dS

~ 12 aI'He
+1<,,/ gt e ) ds

Ne(#) ) )
| /|¢exy,ts|2(<y,) L) ) as)

x (curl A —By) — 1§ (curl A —By) = (112)

where Kp and K, are appropriate real constants related to the respective charges.

. A Maxwell equation:

divB =0,

where
B = By — curl A.

Another Maxwell equation:

Np(t) Nr(t) N, (#)
divE = 47 (K,, (/O ? 9y | ds+/0 ! 5 ds+/0 : |</>§’;|2 ds)
Ne(t) By
—l—Kg/ /Q |pe(x,y,t,8)|" dx ds ), (113)
0
where the total electric field E stands for
E = Eind + E,D/
and where generically denoting
F(p) = / f5(¢, x,tG,s) dx d¢ ds,
Q
we have also

g - { [ 2000E0) g ).

axk

At this point we generically denote

tf
(h, ) 2 = /0 /th Iy dx dy dt.

Thus, already including the Lagrange multipliers concerning the restrictions indicated, the

extended functional J3 stands for

doi:10.20944/preprints202302.0051.v54
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Iz = ]3(4), u,r,P,ABE A, E,{ND,NT, Nu,, Nn, Ne})
= G(V¢)+F(¢)+E(pr)+F+Fh+F+F
dup oy 9P
+ <Ak'P ( 3 4oy ) —pfit+ o Tjj — (FE)k — (FM)k>L2
9 .
+ <A4/ £ + div (Pu)> ) + ]Auxl + ]Auxz + ]Aux3 + ]Aux4 + ]Aux;,r (114)
L
where,
_ 0Q
Jauy, = <A5, pD +P(divu) — o + div q>L2
+ (N6, P=F;(0,T))p2, (115)
Jaux, = <A7, mp(t) —/ pp(x, 1) dx>
(@] 12
+(Bamr(t) = [ pr(xn dx)
O 12
<A9,mHE(t) —/ om,(x,1) dx>
9] LZ
</\10,mN(t) */ on(x, 1) dx>
Q 12
(Mamet) = [ s, d)
(@) 12
tr
/0 Exo (1) (anmp, ) () — gy, (mn)r (1)) dt, (116)

=~
[y

o\o\o\o\o\o\o\o\

o\o\o\o\ﬁ_o\o\o\o\

5(yt,s)

JAuxs |¢N XYt S)| dx—mN> dy dt

=
-

iy
-

<
<

(y,t,5) (/ |4>N1 x,y,t,8) > dx —my | dy dt

EH‘—’ )s(y, t,5) /|q> (x,y,t,5)[* dx — my

(EL)e )
EN2 (y,t,s) / |4)N2 xX,y,t,5) | dx —m N> dy dt

(EN:)o(y,t,5) (/ N (x,y,t,8) 2 dx —my | dy dt,
EDw) ([, 1Pt R ay—m,) s,
ED ) ([ 05t dy—m, ) ds

EHe (t,s (/ |4>2p y,t,5) dy—2mp> ds dt, (117)

=~
[y

=~
-

=~
-
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IAMX4 = <A12/ curl Ejg

1 N ND(t) D2 arD
+E curl (Kp‘/o ‘gbp | <ll + at) ds
. [Nr(t) )
+Kp/ ! |<p§|2 <u+artT) ds
. or
+1<p/ gl |2< af) ds
o Ne(t) ] Y, L,
ke [T gt )P () + 2D ) )

x (curl A —By) — 1i(curlA—B0)>

L2
+ <A13, le B>L2

) Np(t) D2 Nr(t) T Np, (t) H, 2
+<A14, divE —4r (Kp (A |¢P | d5+/0 |¢p| dS—f—\/0 |¢2P| dS)
Ke/ e |2 dx ds)> . (118)
Q 2

Jauxs = (A5, mp(t) — (mp Np(t) +mn Np(t))) 2
+(A1g, mr(t) — (my Np(t) +my Nr(t))) 2
+(A17, mp,(t) — (2mp Ny, (t) +2my Np,(t))) 2
+(A1g, me(t) — (m, Np(t) + me N7(t) +2 me Np,(t))) 2. (119)

Here we recall the following definitions and relations:

1. For the Deuterium field
903, ,5) = 09 (0.,5) P+ R Cx wt )PIOD it )P
2. For the Tritium field
o (1,52 = 19y (v, 1,5) P + (198, (2, 1,5) P + 1ok, (x, 3, 1,5) ) 19 (v, er)Iznipf
3. For the Helium field

1
91,6y, £,5) % = |93 (v, £,) 12 + (19 (o, ,9) P + 9 (1,9, £:9) ) | (v £.5) P -,
p

4. For the Neutron field
oN = on(x,t,5),

5. For the electronic field resulting from the ionization

Pe = ¢e(x,y,1,5).

Np(t) 5
t‘)—/0 /Q|</)D(x,y,t,s)| dx ds,

Nr(t) )
m(yﬁz/o /Q|¢T(x,y,t,s>| dx ds,
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Also,

10.

11.

12.

so that

me ()

Ni, ( )
o, (Y, 1) / / |pm, (x,y,t,5)|" dx ds,
Nn(t)
pn(x, t) :/0 [pni(x,t,5)[* ds,
Ne(t) ,
pe(y,t) = / / |pe(x,y,t,8)| dx ds.
0 0
P =pp + o1+ PH, + PN+ Pe,
t
(mp,N)1(t) = mu,,N(t) +/o /an (om, (x,T) + pn(x,T))u - n dS dr,
2

mp,N(t) = mpy,(t) +my(t),

mpy, (t) = /QpHe(x,t) dx

D= [ enxt)dx

(mp)(t) = (mp)o — /Ot /anluanz(pD(x' T))u-ndSdt —ap(my,N)r(t),
(mr)(t) = (mr)o — /Ot /(mluanz(pT(x, T))u-ndS dt — ar(my,N)T(t),
(mp,)r(t) = /QpHE(x, t) dx + /Ot /aoz on,(x, T)u-ndldr,

(my)7(t) = /QpN(x,t) dx + /Ot /802 on(x, T)u-n dldr,

(mn)r(t) _ an
(mp,)r(t)  an,’

an(mp,)T(t) = ap, (mn)1(t),

(me)T(t) = me(t) — /Ot /mz(pe(x,r))u -ndl dr,

=/Qpe(x,t) dx
Np(t) D ) M, Nr(#) T 2 Mme
A / 07 b ) dy dy ds T [T [ o (yt) dy ds e
[ okt dy ase
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Finally,
E=E; ;+ Ep,

and where generically denoting

¢) = /Qfs(cl),x, t,&,s) dx d¢ ds,

we have also

g { [ 202 g )

axk

and,

B = By — curl A.

21. A qualitative modeling for a general phase transition process

In this section we develop a general qualitative modeling for a phase transition process.

Let O C R3 be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by 0Q).

Such a set () is supposed to a be a fixed volume in which an amount of mass of a substance A
with a density function u will develop phase a transition for another phase with corresponding density
function v. The total mass mr is suppose to be kept constant throughout such a process.

We model such transition in phase through a functional | : V x V — R where

- n ) &1 4
J(u,v) = > /QVu Vudx + > /Qu dx
E/VU-Vvdx—i—&/v‘ldx
2 Ja 2 Ja
1 20,2, 2 _E/ 2, .2 .
5 Qw(u +07) dx 2((}(u +0%)dx —mr ). (121)

Here y; >0, 72 >0, a; >0, ap > 0and V = WH2(Q).

The phases corresponding to u and v are connected through a Lagrange multiplier E, which
represents the chemical potential of the chemical process in question.

We assume the temperature is directly proportional to the internal kinetics E¢ energy where

/ 2 ory, aru
T2 ot at
For a internal vibrational motion, we assume approximately

ry & etws(x),
for an appropriate frequency w and vectorial function ws.
Thus, the temperature T = T(x,t) is indeed proportional to w?, that is, symbolically, we may
write

To<Elo<w2.

Therefore, we start with the system with a phase corresponding tou ~ land v ~ 0at w = 1.
Gradually increasing the temperature to a corresponding w = 15, we obtain a transition to a phase
corresponding to u ~ 0 and v ~ 1.
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At this point, we also define the index normalized corresponding densities

and
i uZ 02 :

Finally, we have obtained some numerical results for the following parameters:
Q=[01CRy1=7=1a=01,a = 10>
1. We start with w = 1 corresponding to ¢, =~ 1 and ¢, =~ 01in Q).

For the corresponding solutions ¢, and ¢,, please see Figures 15 and 16, respectively.
2. We end the process with w = 15 corresponding to ¢, =~ 0 and ¢, =~ 1 in Q).

For the corresponding solutions ¢, and ¢,, please see Figures 17 and 18, respectively.

0.9 1
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Figure 15. Solution ¢ (x) for w = 1.

x10™

0.8

06
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02

Figure 16. Solution ¢, (x) for w = 1.
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Figure 17. Solution ¢, (x) for w = 15.
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Figure 18. Solution ¢, (x) for w = 15.
22. A mathematical description of a hydrogen molecule in a quantum mechanics context

In this section we develop a mathematical description for a hydrogen molecule.

Let QO C R3 be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by 0Q).

Observe that a single hydrogen molecule comprises two hydrogen atoms physically linked
through their electrons.

We recall that each hydrogen atom comprises one proton, one neutron and one electron.

Since the electric charge interaction effects are much higher than those related to the respective
masses, in a first analysis we neglect the single neutron densities.

Denoting (x,y,z) € Q x Q x Q and time ¢ € [0, (], generically, for a particle pj; at the atom Ay
in the molecule M, we define the following general density:

2 O (e y, 20 Ploa, (v, 2,1) Plom, (z,1)
M AL, .

|¢(ij1)T(x’y’Z’t)|


https://doi.org/10.20944/preprints202302.0051.v54

doi:10.20944/preprints202302.0051.v54

Preprints.org (Wwww.preprints.org) | NOT PEER-REVIEWED | Posted: 2 February 2024

86 of 186

Here we have the particle density |¢p,, (x, ¥,z ) |2 in the atom Ay, with density |pa,, (v, 2, 1), at

the molecule M; with a global density |¢a, (z, £)[2.
Here we have also denoted, Mpiy the particle mass, m4,, the mass of atom Ay and myy, the mass

of molecule M;, so that we set the following constraints:

1.
/Q |Ppi (X1, z,t)|? dx = My,
2.
[ 104, .2 0P dy = ma,
3.
/Q [P, (2, 1) dz = mpy,.

At this point we denote for the atoms A1 e A; of a hydrogen molecule:

1. me; = m,: mass of electron ¢; in the atom A;, where j € {1,2}.
2. myp; = myp : mass of proton p; in the atom A;, where j € {1,2}.

Therefore, considering the respective indexed densities for the particles in question, we define the

total hydrogen molecule density, denoted by |¢n, (x,v,z,t)|* as

|47H2(x,y,z,t)|2 _ |4’p1(xfy/Z/t)|2|Zf]51}1/;\AZ,t)|2|¢M(Z,t)2
190 (2 P l9a (0,2 D ¢m (2 D
ma, My
0w (0,2, O PI0aa 3,2, D) Plom (2, )2
ma,mm
+|¢ez<x,y,z,t>2|ZA2<Z,2»>I2I¢M<Z¢>IZ, (122)
Ayt M

Such system is subject to the following constraints:
1. From the proton p; in the atom A;:

[ 0 (w2 ) dx = m,,

2. For the proton p; in the atom Aj:

/0 Py, (x,,2,1)|* dx = my,

3. For the atom Aj:
S 6a vz 0 dy = ma,

4. For the atom Aj:
[ 0as vz 0 dy = ma,,

5. For the electrons ey and e, concerning the physical electronic link between the atoms:

[ 180y z P dx+ [ (g (xy,z R dx = 2m.
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6. For the total molecular density:
/Q lpai(z, 1) 2 dz = .

Therefore, already including the Lagrange multipliers, the corresponding variational formulation
for such a system stands for | : V — R, where

J(@,E) = G(V¢) + F(¢) + Jaux (¢, E)-

Here we denote

(oot = P02 O0n 02 O ou O
Pj - ,

mA],mM

2 _ 100y, z )P 19a; (4,2, ) Plgm(z 1)

ma;mm

[ (e )7 , Vje{1,2}

we assume ’)/(p],) >0, ')’e]- >0, ’)/A]. >0, ™ > 0, lX(p )7 >0, (x(ej)T >0 IX( <0, V],k S {1,2},

j pjex)T

Yp. [t
G(Ve) = %/Of/n<vqap].)-<vq;pj)dx dy dz dt

Ye; [tf
+7]/0 /Q(chgj)-(V(pgj)dx dy dz dt

YA,
% (V94)) - (Vou;) dy dz dt
t
+ 20 [V [ () - (Tgu) dz a (123)
and
F(¢) =
‘X(P')T tf |¢(P')T(x - 61/]/ - gZIZ - 63/ t)|2|¢(p')r(gll 62/ 63/ t) |2 )
2] /0 /Q ] |(x,yrz) _ ((’;’1,(’;’2, 63)1| dx d]/ dz; dél d(gz d(:3 dt

+

(e;) /ff / Dy (x = &1,y — 82,2 = 83, ) Plbey), (81, 62,83, )
2 0 Q |(x/]/rz) - (61/ 62/ g3)|

e /tf / [D(p)r (¥ = E1y — 82,2 = 83, 1) Plb o), (61,62, 83, )
2 Jo Ja [(x,y,2) = (§1,82,83)|

dx dy dz d¢y dp dés dt

dx dy dz d&y A&, dEs dt

Finally,

Jaux (¢, E) = /Q(Ep)j(y,z, t) </Q |4>p].(x,y,z, )2 dx — mp> dy dz dt
’ /Q(Ee)(y, z,1) (/Q(Ifbe1 (X, 9,2, 1) >+ | ey (x,,2, 1) ) dx — Zme) dy dz dt
/Q(EA)]'(ZJ) </Q |@a;(y,2, 1) dy — mA],) dz dt

(En) (1) ( [ 1otz 0 dz - mM) . (124)
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Remark 22.1. We highlight the two electrons which link the atoms are at same level of energy E.. Morever,
each atom has its energy level E A and the molecule as a whole has also its energy level Epy.

23. A mathematical model for the water hydrolysis

In this section we develop a modeling for a chemical reaction known as the water hydrolysis.

Let O C R3 be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by 0Q).

In such a volume Q) containing a total mass mr of water initially at the temperature 25 C with
pressure 1 atm, we intend to model the following reaction

HO=OH +H*

which as previously mentioned is the well known water hydrolysis.

We highlight H>O stand for a water molecule which subject to an appropriate electric potential is
decomposed into a ionized OH~ molecule and ionized H* atom.

It is also well known that the water symbol H,O corresponds to a molecule with two hydrogen
(H) atoms and one oxygen (O) atom.

Moreover, the oxygen atom O has 8 protons, 8 neutrons and 8 electrons whereas the hydrogen
atom H has one proton, one neutron and one electron.

Remark 23.1. Here we have assumed that a unit mass of HyO reacts into a fractional mass ap of OH™ and a
fractional mass ac of H .
Symbolically, we have:
1= aB + &C.

To clarify the notation we set the conventions:
1. H»O molecule generically corresponds to wave function ¢y.
2. OH™ molecule corresponds to wave function ¢p.
3. H' hydrogen atom corresponds to wave function ¢j3.

At this point we define the following densities:

1. For the H,O water density (for charges), denoted by ]gbl |2, we have

2 H) , (y,z, 1) N
Gy z O = K 3@ty 2ol 2N uE )
=1 (m)a, (mi)m

(1) 4 (v, 2 O ($1)m(z, 1)
(ml)ij (m1)m
v,z )¢ m(z B
(m)g (m1)m

(@P)aly,z P |(@)m(z )

(m)‘z (m1)m

2
+Ke Z |((P{_I>Ej(x' Y, Zrt)|2
j=1

8
+Kp Z |(4’1O)pj<xryrzrt
=1

)’2|(¢?)A

8
PR Y 169 (19,2, 125)
j=1

where (117) 1 is the mass of a single water molecule and generically |(¢ )pi (%Y, 2,1) |? refers to
the hydrogen proton p; at the hydrogen atom A; concerning the H>O molecular density and so
on.
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2. For the OH~ density, denoted by |¢,|2, we have

2 [(¢3)ay, 2 O [(¢2)m(z 1)
(m)ff (m2)m
(@5)aly,z ) P|(¢2)m(z 1) [*

|
Kl (92)e, (2,2, 1) (m)H (m2)

2
+1<e|<</>9H>ez<x,z,t>|2'“’”iﬂg@ﬁjﬁ|
5 169) .2, O () aalz, )2
o L (o= O G
S ol 09) a2 DIz O
N b 2 P00

p2(x, v,z = Kpl(¢3)p(x,y,2,1)

. (126)

where (m;) is the mass of a single molecule of OH .
3. For the ionized hydrogen atom have

H 2
93(xy, DI = Kpl(95)p (x.3, t)IZW'

where we have denoted (m3) 4 is the mass of a single atom of H™".

Here K, > 0 and K, < 0 are appropriate real constants concerning a proton and an electron
charge, respectively.

The system is subject to the following constraints:

1.
/Q (@11, (%, y,2,8) 2 dx = my, Vj € {1,2},
2.
S 168 o2 0P dx = me, v € (1,21,
3,
/Q |(@2)p, (%, 9,2, 1) dx = my, Vj € {1,8},
4.
/Q |(@D)e; (x,,2,1)|* dx = me, Vj € {1,8},
5.
/Q |(¢f)p(x,y,z,t)|2 dx = myp,
6.
L1080 (2,0 =
7.
/Q [(¢5)ey (x,y,2, 1) dx = m,,
8.
S @), (5,2, dx = my, i € {1,8),
9,
/Q (@5)e;(x,,2,1)|* dx = m,, Vj € {1,8},
10.

@5z, P dx = my,
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11.
1@,z 0 dy = mi,vj € (1,2},

12.

/|<P )a(y,z t)* dy = mG,
13.

@) a2 R dy = m,
14.

@914z, 0 dy = mS,
15.

@Az D dy = m,
16.

L 0@0MEDE +192)m( 0P+ @2)(z ) dz = mr,

17.

| (@l @2z D - asl(@)u(z D) dz = 0.

Already including the Lagrange multipliers for the constraints, the variational formulation for
such system. denoted by the functional J(¢, E) stands for

J(¢,E) = G(Vo) + F(¢) + Fi(¢) — Jaux(¢, E),
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where
Tp 2ty H H
G(Ve) = - 21/0 /QV(cpl )p; - V(1) dx dy dz dt
]:
Ye 2 ty H o
+7 Z/ / v(¢1 )e]- : V(q?l )e]- dx dy dz dt
j=1 0 @)
Yp Z ity o 0
Y [T V@0 V@), dx dy dz at
=8 0 [@)
Ye 2 ty 0 o
+7 Z/ / V(@1 )e; - V(T )e; dx dy dz dt
j=1 0 QO

t
ﬁ/f/ Vg, - V(o) dx dy dz dt
/ / ¢2 e’ ¢2 )el dx dy dZ dt
5 Z/ / V(g™ ey - V(@PT e, dx dz dt
j=1 0 Q

ﬂ;’}é/otf/nv(q;g)pj-V((;;;’)pj dx dy dz dt
ﬂ;}é 7[99 99, dy e
+“Y2p]é/0tf/0v(¢§)p_v(¢g)p dx dy dt

+7%H i/otf/QVUP{{)A,'V(G’?{{)A,» dy dz di

7AO/ / (@D)a- V(1) a dy dz dt
+20 [V [ (gH) 0 Vgl dy d d
$220 [T [ 9 (49)a -V (99) 4 dy dz d
t
+%/Of/QV(¢1)M-V(¢1)M dz dt
t
+IYM2 /f/ V(g2)m - V(g2)m dz dt

tr
7A3 / (¢3)a - V(¢3)a dy dt.

Here 7, > 0,7 > 0,7 > 0,99 >0, vm, >0, 7am1, > 0,74, > 0.
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Moreover,

F(9)
ay Y[ g (x =Gy — G2z — 8, 1) P1¢1(81, 62, Ga )P
? 0 /Q |(x,y’z) — (Clr 621 §3)| dx dy dz dX1 dxy dX3 dt
t _ . . 5 )
ay (U [ Iga(x— 81,2 — 83, ) Ples(81, 8, 1)
T T Gt e dde
o 1 ] Syt S DGLESO t  iy a i

where a1 > 0, ap > 0, a3 > 0 and a3 > 0.
Furthermore,

t
R@) = [ [ Veuz (e +1g2R + ¢af?) dx dy dz d, (127)

where V = V(x,y,z,t) is an electric potential originated from an external electric field E applied on Q).
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Finally,

]Aux(l)E)
= Z/ / E1 y,zt ( (o) pi(%,Y,2, )2 dx—m;,) dy dz dt

o

L 0t ([ 6o ) dydea
+Z/tf/ (Ex)p vz 1) (/|4>1 p (6 y,2, 1) dx—m,,) dy dz dt
L feseen ()

[ [ ([ 108z 0R ax—m, ) dyaz i

2 ot
o R U T

[(@7)e; (X, 9,2, 1) dx—me> dy dz dt

2 ty
+];3/0 /Q(Ez)g(y,z, t) (/Q |(¢§))ej(x,y,z, )| dx — me> dy dz dt

+ /Otf /Q(E3>ff (v, 1) ( /Q (P4 (x,, 8) % dx — mp) dy dt

+:21 [ 0o ([ o0tz dy -t ) dz i

[0 @8 ([ 1@03.z08 dy-ng) dz

[ e ([ ez dy—nlf) aza
7] %0 ([0 a0Pay—n) dz
0 Q
/0”<E6>2<>(/<|<¢3> (.0 dy =) ds
+ [ E0 ([ 10000 + 1)+ | @) dz = mr )
+ [0 (| (xcligm(e ) ~ wnligalun(a, 0P =) . 128)

24. A mathematical model for the Austenite and Martensite phase transition

In this section we consider a phase transition of a solid solution of y — Fe (y — iron) and carbon
with a 0.75/100 proportion of carbon, known as austenite, initially at a temperature above and close
to 723 C and rapidly cooled to a temperature of about 25 C, developing a phase transition which
generates a solid solution of « — Fe (« — iron) and carbon known as martensite.

Let QO C R3 be an open, bounded and connected set with a regular boundary denoted by 9Q
which contains an amount of austenite at 723 C and which, as previously mentioned, is rapidly cooled
to a temperature 25 C on a time interval [0, 7], resulting a phase known as martensite.

We recall the v — Fe of austenite phase presents a multi-faced cubic crystalline structure in a
micro-structure with carbon atoms.

On the other hand, & — F, structure of the martensite phase has a CCC cubic centralized crystalline
structure in a micro-structure with carbon atoms.
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At this point, we also recall that the F, (iron) atom has 26 protons, 26 electrons and 30 neutrons.
On the other hand a Carbon;, atom has 6 protons and this same number of electrons and neutrons.
Here we define the density function ¢, representing the Austenite phase, where:

1
9106, y,2,8)] 2 03 oy 2 OP0R ™ (2 DI 0P s
A
1R v-F, 207 2 1
+Z|¢> (o y, 2 P9y " (2 ORI D s
(m)
Tk v—F 2| 47 2 1
+Z|¢ (o y, 2 DP9y " 2 ORI (D s
(my)
1

+ Z [(@7)p; (%, 9,2, 8) PLOT) Ay, 2 D195 (2, )P —c
j=1 (m)

1
+Z| 1)e; (1,2, ) P1(9) 4 (yfzft)lzlcPf(Z,t)lzic)Z
A

(m

+Z| ST IN; (51,2, O (97) 4y, 2, D797 (2, ) (129)

1
(mG)?
Similarly, we define the density function for the Martensite phase, which is denoted by ¢», where:

1
|¢2(x,y,2, )] ZW‘ (2,2, P19) (2 )P 198 (2 )P s
(mA)

+Z|4>"‘ "0y, 2 ) P10 (2, ) Pl (2, 1) e 2

+Z|4>“ oy ) Ple% Fe(yfsz)|2|¢ﬁ‘(zft)\2(m%)z

+Z| ¢70)p; (v, 2 ) P1(97) AW, 2 O 197 (2 ) P —c
(my3)

41 165512 P19 40,2 D105 2, T
A

]':

+Z| 03N, (4,2, 8) Pl(9) (v, 2, ) 195 (2, 1)

130
T

For the CFC y — F, (y — iron) corresponding to the Austenite phase, such density functions are
subject to the following constraints:
Defining

Cy = {(£1,0,0), (0,€2,0), (0,0,¢e3), : ¢; € {+1,—1}, Vj € {1,2,3}},

(Cy)1 =A{(e1,e2,83), : g € {+1, -1}, Vj € {1,2,3}},

and

(C7)2 = {(81182/0)/ (81/0183)/ (0182183)/ : S]' S {+11_1}/ v] S {1/2/3}}/
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we must have

Pl Fe (y, 21 + €10z, 20 + €202, 23 + €30, 1) = ¢ Fe (y,21 + &10;,20 + 205,23 + €305, 1),

Ve, & € Cy, where J; € R™" is a small real parameter related to v — F, crystalline structure dimensions.
We must have also,

(P’Y ke (]// 21 + E1521 ) + 82521 Z3 + 8352/ t) 4)7 Fe (]// 21 + 51521 ) + g2521 Z3 + €3521 t)/
Ve, & € (Cy)1 and,

($9) A (Y, 21 + €102, 22 + €202, 23 + €302, 1) = ($5) A (v, 21 + E102, 20 + €202, 23 + E302, 1),

Ve, & € (Cry)z.
For the CCC « — F, (& — iron) corresponding to the Austenite phase, such density functions are
subject to the following constraints:
Defining
Co = {(e1,€2,83), 1 gj € {+1, -1}, Vj € {1,2,3}},

(Ctx)l = {(81,82,83), P €1, &2 € {‘I»l,*l} and g3 = 0},

(Cu)2 ={(e1,€2,€3), : &1 =& =0and e3 € {+1,—1}},
we must have

¢% e (y, 21 + 6182, 20 + €262, 23 +€36:, 1) = @4 T (y, 21 + 8182, 20 + 8281, 23 + 355, 1),

Ve, & € Cy, where 52 € RT is a small real parameter related to @ — F, crystalline structure dimensions.
We must have also,

(0S)a(y, 21 + €162, 22 + €282, 23 + €362, 1) = (¢5) a(y, 21 + E182, 20 + 8202, 23 + 8362, 1),

Ve, & € (Cyu)1 U (Cy)a-
The other constraints for the densities are given by:

1. For the Austenite phase:

(a)

/ |</)7 P’f(x,y,z, B2 dx = my, Vj € {1,26},
(b)

/ \457 Fe(x,y,2,t) 2 dx = m,, Vj € {1,26},
(©)

/Q |¢7]_ Fe(x,y,2,) dx = my, Vj € {1,30},
(d)

Fe
A 9% (x,y,2,t) > dx = m),

(e)

@0 (2,0 dx = my, ¥ € {16},
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(®)

@5 (2 P dx = me, ¥ € {1,6),
(8)

1@ (e v,z ) dx = m, v € (1,6},
(h)

L 1609)400w,2 0 dx =,
2. For the Martensite phase:

(a)
/ |4>”‘ Fe(x,y,2,t)|* dx = m,, Vj € {1,26},

(b)

/Q |95 (x,y,2,t) | dx = me, Vj € {1,26},
(©)

/Q |4’a Fe(x,y,2, ) dx = my, Vj € {1,30},
(d)

a—F,
[ 105 Gz ) dx = s,

(e)

/Q [(95)p;(x,y,2,t) > dx = my, Vj € {1,6},
()

/Q [(@5)e, (x,y,2,t)* dx = m,, Vj € {1,6},
(8)

1@, (xy,2, 0 dx = m, Vi € (1,6},
(h)

/Q 165) 4 (x,9,2, DI dx = m.

3. For the total F, (iron) mass,

| 1810 R dz+ [ 197 G0 dz = (i),
4. For the total Carbon mass
S0 dz+ [ 1950 dz = (mo)r.

At this point we define the functional | which models such a pahse transition in question, where

J(9,E) = G(V$) + F(¢) + Fi(¢) + Jaux (¢, E)

where
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26 ’\'Y Fe ¢
/ 7_Fe ’)/_Pe
G(v¢) = / /QV(PP]' .V(ij dx dy dz dt
j:1
26 /)x/’y F, tr . .
+Z 62 / Vol Ve dx dy dzdt
/ Vol T Vey  dx dy dz dt
Aoc Fe b
/ / ‘P“ Fe V(P;]._Fe dx dy dz dt
26 su—Fo
+Z% /f/ Ve, F VQDQTFE dx dy dz dt
30 zx tr
Z Nz / / 4’6K f V¢?\§Fe dx dy dz dt
=
7t . -
2 7] (Vo) .z Vel w2 0) dy dz at
e
ﬂ?A/O / (V¢S (y,2,1) - Vol (y,2,1)) dy dz dt
6 75 tr c .
+]212[) /QV((Pl )Pj'v<¢1 )pj dx d]/ dz dt
° 4§ [t c
+.27/0 /QV(‘Pl) V(¢T)e; dx dy dz dt
j=1
S 4% [t c c
+];2/0 /Qv((Pl)NJ'V(‘Pl)Nj dx dy dz dt
+27/0 /Qv(ﬁbz) (fpz)-dXdydzdt
=1
o qE [t
+27/0 /QV(%) V(95)e; dx dy dz dt
=1
6 95 [t c .
+ 27/0 /Qv(‘P2)Nj 'v(ﬁbz)Nj dx dy dz dt
j=1
Y9 [ y
+ 2 [V [ (V6614 V95 )dydzdt+ [ (S50 Vg0
T 4 Y ty
+7/0 /Q( ( 1)~V(<p1))dzdt—|— / () V() de di
5 [t
+7/0 /Q(V(%) V(9S)) dz dt + L / / )V (¢5)) dz dt (131)

Also,
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F(¢)
tf/ |1 (x 51,}/|(x§;,§) _ng)|é{2||<§;)(|€'1,§2, Sl . dy dz d¢, d&, des dt
ff/ |2 (x 51,]/|(x§;/§) _%g”@”‘é’;)("ﬁ":z’ 63, t)l dx dy dz d¢y d dC3 dt,

B =- [ [ @E00nE0R + 90 dz

Finally, Jaux = ]Aux1 + ]Auxz + ]Auxg, + ]AuX4 + ]Aux5/ where

26 t
Jauy, = Z/f/ E'Y Fe(y,z,t) (/ |¢'Y Fe( xy,z,t)|2dx—mp) dy dz dt
=1
26 t
—|—Z/f/ E7 F"’ (y,z,t) </ |4>7 F"’ xy,z,t)|2dx—me> dy dz dt
+Z/ /E7 Fe(y,z,1) (/ |</)7 Fe(x,y,2,t) 2 dx—mN> dy dz dt
t
! E”‘ Fe ,2Z,b) A= ng Lz, )2 dx —my | dy dz dt
(v ‘P Yy p|ay
j=1
26 t
—l—Z/f/ E"‘ Fe(y,z,1) (/ |(p"‘ Fe( xy,z,t)|2dx—me> dy dz dt
=1
+§j ’ BN Fe( el 2 dx —
(y,z,t) |¢ (x,y,z,t)|" dx —my | dydzdt

t
—|—/f/E7 Fery, 1) </|4)7 Fe(y,z,t)|2 dy — mA> dz dt

+ /0 | B ( |z P dy - m:’a) dz dt (132)


https://doi.org/10.20944/preprints202302.0051.v54

Preprints.org (Wwww.preprints.org) | NOT PEER-REVIEWED | Posted: 2 February 2024 doi:10.20944/preprints202302.0051.v54

99 of 186
26 tf C
Jau, = Z/ / (E7)p; (v, 2, t)( |(¢%) p (X, 1,2, t)[? dxm,,) dy dz dt
j=1
26 tf )
21/ / ED)e; (v,2, ) < (@7 )e; (x,,2, )] dx—me> dy dz dt
j=
26 tf )
21/ / ES)N (v, 2,t) </|4>1 IN; (X, Y2, )] dx—mN) dy dz dt
]:
26 tf
Z‘;/ / ES) p;(v,2,1) < |(45) pi (%, y,2,t) ) dx—mp> dy dz dt
]:
26 te )
Z;/ / (ES) e (v,2,1) < [(#5) ¢ (x,y,2,1)] dx—me> dy dz dt
]:
26 tf
];/ / (E5)N; (v, 2, 1) </|<p2 )N (%, y,2, 1) dx—mN> dy dz dt
by
L7 a0 ([ 165140 dy =) dz
‘s C c 2 C)
. t 1
[ [ E A ([ 109)at,2 0P dy—n§ ) dzd 133)
and,
T = BP0 ([ 10707+ g3 0P dz = ) ) o
+ [ SO ([ (05GP + 1S ) de = mc)r ) . (134)
]Aux4
T g
= + Z / /E y,zt)(4>A “(y,21 + €102, 20 + €20z, 23 + €30, 1)
¢, E€Cy

— % T (g, 21 + 8102, 22 + 8202, 73 + £302, 1)) dy dz dt
b
Z / / EE S y,Z t)gbA (y,Zl+815z,22+82(5z,23+€3(52, )
g, SE
—¢) " (yle 8102, 20 + 8262, 23 + £36, 1)) dy dz dt
b
+ Z / / ES (v, 2,t)(§5) a(y, 21 + €102, 20 + €202, 23 + €302, 1)
g, Ee
—(¢7)a (y, 21 + €10z, 22 + €202, 23 + £30;, 1)) dy dz dt
+ Z / / EZ (v, 2, 1) (9% T (v, 21 + €162, 20 + €282, 23 + €302, 1)
g, Ee
— (y,Z1 + 818,20 + 8282, 23 + 830, 1)) dy dz d
tf N R N .
+ ) / / Eg (y,z,t)((95)a(y, 21 + €162, 20 + €202, 23 + €30, 1)
£, 86(Cy)1U(Cy)2 70 /O
—(¢5) Ay, 21 + 162,20 + €282, 25 + 8302, 1)) dy dz dt. (135)
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Finally, for a field of displacements u = (u1, 1, u3) resulting from the action of a external load
field f = (f1, f2, f3) and temperature variations, we define

]Aux5
- % /otf /0 (A, £ H ((esy(0) — ely(a0)) e () — ey ()
+ Ao (z, t)Hizjkl((Eij(u) — eizj(w))(ekl(u) — e%l(w)))) dx dt

_%/Off /Qp(x/t)”f(x/t)-ut(x,t) dx dt
—(ui, fi) 2, w6

where
eij(u) = % <gz]l + E;Z) /
przt) = [ 101(xy,2 0 dx dy,
pa(z,t) = [ 142,02 0) dx dy,
p(z,t) = p1(zt) + p2(2,1),
and

_ p1(zt)
Az t) = p1(Z,f; +p2(z, )’

__ pa(zt)
M) = e )

Remark 24.1. The system temperature is supposed to be directly proportional to w(z,t)?, which in this model
is a known function obtained experimentally. Finally, the strain tensors {e}](w)} and {elzj(w)} refer to austenite
and martensite phases, respectively. Such tensors also depend on the temperature and must be also obtained
experimentally.

25. A note on classical free fields through a variational perspective

This section is strongly based on the first chapter of the book [20], by N.N. Bogoliubov and D.V.
Shirkov.

Therefore, the credit for this section is of these mentioned authors. This section is a kind of review
of such a book chapter indicated. In fact, what we have done is simply to open more and clarify
some calculations, specially about the first variation of the functional L, in order to improve their
understanding.

Let O = Q) x [0, T] C R* where Q) C R3 is a bounded, open and connected set with a regular
boundary denoted by 9Q).

Consider the Lagrangian density L : RN x RN*" — R and an action A : V — R where

Au) = /QL(u,Vu) dx,

V = Wy (Q;RN).
We denote
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and 3
U
ax; (ui)X]
Assume u € V is such that
OL(u,Vu) =0,
so that ( ) . aL( )
oL(u,Vu d ( L(u,Vu > . .
—_— = — | —=—————2%1=0,inQ, Vie {1,--- ,N}L
aui kgl dxk a(ui)xk { }
We define a change of variables
(X = x + Oxy,
where x; = (xg, X1, X2, x3) and xg = f (here { denotes time).
Also
gk =0,ifj#k goo=—1and g1 = g0 = g33 = 1, {¢"} = {gu} "
Oxp = Z X ew,
where |¢| < 1 denotes a small real parameter.
We define also
ui(x') = ui(x) + ou;(x)
where
N
Z l/)l-js w’
j=1
and
517 = 1}(x) — 1 (x)
Observe that
oui(x) = wui(x) —u;(x)
= wi(x') — ui(x) + uj(x) — wi(x), (137)
so that
sui(x) = uj(x) —wui(x)
= ui(x) — (uj(x') — uj(x))
N ) o9y =i
Y. pyewl - 3 2
j=1 k=1
= thu J—Z d W) 5, + O(E). (138)

Summarizing, we have got
FTTINY - K 2
Sui(x) =¢( ) gbl]w - E dxk X] wl | | +O(2).
j=1

Define now

A(u, o1, @2, ) = /Q L{u(x +e@a(x)) + ep1(x)] det J(x) dx
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where we have generically denoted
L{u] = L(u, Vu),

Liu(x +epa(x)) +ep1(x)] = L(u(x + epa(x)) + €1 (x), Vu(x + e@a(x)) +eVei(x)),

and

ax;
J(x) = 9%
[ olxj+e(g2)i(x))
N axk
d (x
_ {5jk te ((Pazi,](( )} (139)
From such a last definition we have
det](x) =1+¢). a<(”§>k<x) +O()
k=1 Xk
so that
ddet/(x) | _ g g2
0 = = ox
At this point we define
d -
(SA(MI P1, 4’2) = % (A(u/ ?1, 4)2/8)) |€=0/
so that
N /9L(u,Vu
0A(u, 91, 92) = /Q (Z ((aw)(qol)i
i=1 !
" (9L(u,Vu)
+ 3 (o)
1 (SL[u] aui 1 a((pz)k
+ kzzl 5141' Txk (QZ)k + k:Zl L[u] axk dx‘ (140)
From this and
oL(u,Vu) d (oL(w,Vu)\ _ . .
oL ax, ( dity, =0,inQ, Vie{l,---,N},
we obtain
N7 d oL[u
JA(u, P1, (PZ) = Zlkzl </Q TXk (a(ul[)}ck ((Pl)k>> dx
i=1k=
= d(L[u](92)k)
oy [ P (141)

In particular, for
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we obtain

so that _
d(6fw’)

dxk

N n
oA prgn) = [ 12

j=1k=1

V{w'} € C(O;RN).
In particular, for

Pij =0

and
k_ <k
XJ' _‘51

we obtain the Energy-Momentum tensor TIZ, where

==L L (i) -

xk axl

25.1. The Angular-Momentum tensor
In this subsection we define the following change of variables
X=xp+ Y "M xme Wk,
m#k

where

With such relations in mind, we set

Sxp = xp— X
n

= e ) Y w(g"xgh — ¢ xmgl).

I=1m<I
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(142)

(143)
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We define also,

where
Moreover, we define

where ' ‘ ‘
] _ ] Is]
Aty = 8ip%1 — 8i%p-
Hence,

n .
Vitmn) = 3 Al 45(X) = Gintim (X) = gjmthn (x).
= (mn)
For the general variation, we define again

Al 91, 92,8) = [ Llu(x+epa(x) +e01(x)] det ] (x) dx.

where we have generically denoted
Llu] = L(u, Vu),

Llu(x +epa(x)) +e1(x)] = L(u(x + epa(x)) +ep1(x), Vu(x + epa(x)) + eVer(x)),
ox!
o= )
o))

{5]']( +e 9%y

~

(144)

and
SA(u, @1, ¢2) =

& =

(A(u, 91, 92,€)) le=o0

Moreover, we set
(p2)i" = w™ (g"x185 — g"" xm0}),

and
3y = uj(x) — ;).

Thus,

= ui(x") —ul(x) +ul(x) — ui(x), (145)
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so that
i ) = 1 (x) — ()
= oui(x) — (uj(x') — uj(x))
n .
sur(x) — Y7 24 s 4 02
P RS
n n
u:
- ) -Y LY L;*’” ew™ (¢ 10%, — ™ xdf) + O(&)
ISim<li=1 %%k
! ou;(x
= (Z Z Al(kz uj(x E Z %wml(g”xlfsfn —gmmxm5;()> +0(e),
1jk<I I=1m<lk=1 k
With such results in mind, we define
(g0 = ) Al itk "
jk<l
- Z ( ml (g x5k, gmmxméf)> . (146)
Similarly as in the previous section, we may obtain
SA(u, 1, 92)
_ dA(y, §01/(PZ/€)|
de =
U N d ( OL[u]
= — (A ui(x) + =" x 67 Lollx 5P)wml> dx
I—Z%]mzdkglz_l/ndxk O(ui)x, imy™ "9 p "
non N
d
2V XY [ o (Lul(g sk — g o) dx (147)
F=11=1 jmer i1 /@ A% ( " )
Thus,
n
d
(1, @1, 92) kz Zl/ﬂdxk ( lfnzwml) dx,
1m<
where
N oL[u]
k _ ] 1
Mo = Lt (A”muf_algmm "t S x)
+L[u)(g" %105, + " X6} ), (148)
so that
Mg, = (g’"'”mezk *g”XzT")
rra u(x)
= 1]<la z(lm Uj
= ml + Sml’ (149)
where

Ly = (" T — g TE)

ml —
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and
Z Z 4 (x)
i=1j<I 9 (u; )xk
The tensor {L¥ /} is said to be the Orbital angular momentum tensor and {S* ;} is said to be Spin
one.

25.2. A note on the solution of the Klein-Gordon equation

For O = RY, O; = R3 and denoting as usual by i € C the imaginary unit, consider the
Klein-Gordon equation in distributional sense

3
= Z—z—mu—o inQ,
at & s

where u € V = W2(Q).
Defining the Fourier transform of u, by

1 —ip-x
¢(p) = W/Qe Pu(x) dx,

in the momenta space, the last equation is equivalent to

3
(p% ). pi- m2> ¢(p) =0, inQ,
=1

where we have denoted p = (po, p1, P2, p3) € R*, and x = (xo, x1, %2, x3) € R4
Observe that a general solution for this last equation is given by the wave function

3
$(p) = <P(2) - 21 - m2> ¢(p),
£

where ¢ € W12(Q)).
Indeed,

3 3
(p% - ;P]Z - m2> d(p) = (P% - ;p? - m2> s (P% - ;P? - m2> ¢(p)
= = =
= 0,inQ. (150)

Here, we recall that generically for the Dirac delta function §(t), we have

_Jo, ift#o,
5(t)—{ too, ff—0. (151)

Observe that, for the scalar case in the previous section, we have

2
3
21 =} (g”) +mPu.

j=0 \ 9%

Also, from
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we get
s _ 9 2
/Q( ) Z/(E)x]> dx m/ﬂudx 0,
so that 2
ou\ > 3 ou
Y dx = / R B 2/ 2 4y
/Q(Bt) x ];1 Q<8x]> xX+m Qu x
From such results, we may infer that
ou\?
00 o Ju
/QT dx = /Q(Bt) dx
T
T ot
3 P 2
= Z/ <u> dx+m2/ u? dx. (152)
j=1 0x; 0
On the other hand,
2/ — dx
j=1 Q aX]
: i TV .1 ,
A VALTE elp'xd”) (vt e ap') ax
_ 1 i// ( (ﬁ(p/) / ei(p+p/).x dX) dP dp/
271-)3]:1 p] p] o
1 ~
T @ Z// —pi P @(p) §() 0(p+ 1)) dp dp/
1 / ” s R
G L, () d(=p) ap )
(zn)a/z]; Q(P;‘PP ¢ P) p

Thus, denoting p = (p1, p2, p3), dp = dp1 dpa dps, and

po(p) = \lﬁ

we may infer that

/QTOde = (27:)3/2/0<

= 7 o, (P2 6(00(0). ) 0(—ralp),—)) ap. (150
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Summarizing we have got
L1 = o [ (m(02 @lro(0). ) #(-po(p),~)) dp
O (27)3/2 Jo, ’
ou ||?
- 15l (155)
so that )
/TOO dx = a—u
O at L2

may be expressed as a kind of average expectance of pj related to the function ¢(p).
25.3. A note on the Dirac equation

In this subsection we denote

3
) N
AT =) ¢ L,
j=0
where 3
=il
Li=ig ax]-' vje€{0,1,2,3}.
We recall that the relativistic Klein-Gordon equation may be written as

(A> —m?)u =0, inQ =R~

Moreover, for 4 x 4 matrices 7* indicated in the subsequent lines, we may obtain

3 . d 3 P}
=0 %% =0 9%

u,

where
Dii = Az — Ti’lz
and
D;; =0, ifi #j, vi,j€{0,1,2,3}.
Here
u = (ug,uy, iy, uz)T € V=W2Q;CH).

In such a case the fundamental Dirac equation stands for

3 .
li <];)’Y]Eij> —m] u=0ecR} inQ.

Summarizing, if (1o, uy, uz, ug)T € V is a solution of this last Dirac equation, then ug, u1, up, u3
are four solutions of the Klein-Gordon equation.

In the momentum configuration space, through the Fourier transform proprieties, the Dirac
equation stands for

(p+m)a(p) =0, inR?,
where

3 .. .
p=23.8"p.
=0
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Observe that
i(p) = 6(p+ mu(p)

corresponds to a general solution of the Dirac equation.
Indeed,

(p+m)ia(p) = (p+m)s(p+m)u(p) =0 € R, inQ.
On the other hand

3
a(p) =0 (P% - 21 P — mz) u(p)
f=

correspond to four solutions of the Klein-Gordon equation.

At this point, we assume such a iI(p) corresponds to a solution of the Dirac equation as well.

Furthermore, here we recall that (please see the first chapter of the book [20], by N.N. Bogoliubov
and D.V. Shirkov for details):

10 0 0
01 0 0
0 _
T=Y0 0 -1 o , (156)
00 0 -1
0 0 0 1
0 0 10
1
_ 157
Y 0 -10 0 ( (157)
1 0 0 0
0 00 —i
0 0 i 0
2
P— 1
v 0o i o0 0 [ (158)
i 00 0
0 01 0
0 00 -1
3
=Y 2100 o0 (159)
0 10 0
and
0 0 —i 0
0 0 0 —i
5
- 1
v i 0 0 0 (160)
0 —i 0 0

where we also denote
w; =19, Vj € {1,2,3},
oj = in"y", vj € {1,2,3},
and
p=1"

On the other hand, a variational formulation for the Dirac equation corresponds to the functional
A :V — Rwhere

Au) = %/QL(u,Vu) dx,
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where

u ou*
u, VH — 2 1 j Iy ”12 *
( l] —0 ( v ax] aX] T > ’

where here
= (up, up, up, ng)T € W1'2(Q;(C4).

From such statements and definitions, similarly as in the previous sections (please see [20] for
details), we may obtain

ko Lo e g 0u out
=38 ( Tox axl“‘)’

and
ghtm — _ (OLWLNU) yupmy, e gt im OL(, V1)
Oty Olly, ’
where ‘
Au,lm — %U'ml,
Au*,lm — %O,Im,
and where .
O.Im 7Y ;’Y Y ,
so that
gkim _ 2, (,Yk Im lm,.yk>
Thus,
/Sk'l”‘ dx
Q
1
— Z Q( (,Ykglm olm k) )dx
= i 27.5)3/ (/ / ZPX k lm*O'lm’yk)ﬁ(p/)eipl'x> dp dp/> dx
1
= i 27-[)3/2/ [ (ap) (ko™ 'y Rye(p + p)i(r)) dp ap’
1 A
= ZW/ (u(p)(’yk olm _ lm'yk)u(—p)) dp
1 1 k _Im Im, k 2 3 2 2
- 1w/0 u(p) (Vo™ — o™oM)s | g5 = Yo pf —m? Ju(=p) | dp
j=1
1 1 o A A A
= 4(2n)3/2/ (u(po(p), ) (v ™™ = " Yu(=po (), ) ) dp, (161)
where
po(p) = Zp] + m2.

=

Summarizing, we have got

[ s dx—4(27_1[)3/2 S (po(p), Y o™ — 0" Yu(—pop), =) .

where Ql = ]R3, ﬁ = (pl, pz, p3) and dﬁ = dpl dpz dpg,
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26. A note on quantum field operators

This section is strongly based on the chapter 3, page 53 of the book [21], by G.B. Folland.

Therefore, here we have done a kind of review of these pages of such a book chapter indicated.
In fact, we have simply opened more and clarified some calculations, in order to improve their
understanding.

Let O = Q) x [0, T] C R* where O C R3 is a open, bounded and connected set with a regular
boundary denoted 90).

Define V = W'2(Q) and

Vo = Wy (Q).

Consider an operator H : V; = Vo N W??(Q) — Y where in a distributional sense,

%u 5 5
H(u) :—W—i-v u—m-u,
and where
Y =Y*=L*(Q).

Suppose there exists operators By : Y — Y and B, : Y — Y such that

1
B1By(u) = H(u) + S
and 1
BzBl(u) = H(M) — Eu, Yu € Vj.
Assume also ¢y € V; is such that
goll2 =1,
and B¢y = 0.

Now define

BS (o)
= , Vk € N.
Pk T
Observe that
[Ble] = B1B, — BBy = 1.

We shall prove by induction that
[By, B§] = kB5~1, vk € N. (162)

Indeed, fork =1
[By,By] = I; = 1BY,

so that (162) holds for k = 1.
Suppose now (162) holds for k € N, so that

[By, B] = kB5 1.

In order to complete the induction, it suffices to prove that (162) holds for k 4 1.
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Observe that

(B, B5™] = (BiBS™! — By™By)
= (ByB5)B, - B5'1B;
(B5By + kBS~1)B, — B5t1B,
B5(ByB,) + kBs — BST1B;
BS(ByBy + I3) + kB, — BB,
= BY*By + BS +kBS — B5t1B;
= (k+1)B. (163)

Thus, the induction is complete, so that
[By, B§) = kB5™!, vk € .

Moreover, we recall that
Bigo =0,

k
Bi¢y = By (%)

(BKBy + kB 1)y
V!
kpr—1+/(k—1)!
NG
ki1
vk
= V1, VkeN. (164)

so that

Summarizing, we have got

Bigy = \/%(Pk_l, vk € N.

Now, we shall prove that

BZ(Pk =Vk+ 1¢k+1/ Vk € N.

Observe that

B5 Pre1(1/ (k+1)!

= Ba(Bgo)
(Bagpi) VkL. (165)

Summarizing, we have got

(Bagr)VE! = i1 (1/ (k+ 1)1,

so that

(B2gx) = Vk+1¢pt1, Vk € N.
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Finally, from such results, we may infer that

Bi(Vk + 1¢p11)

= Vk+1Bi¢pi

MM¢k

= (k+1)¢y VkeN. (166)

B1Bagy

Similarly,

BBipy = Ba(Vkgr1)
VkBogy_1
VkVigi
= k. (167)

Therefore we have got

1 1 1
H ¢ = BiBogpy — s¢ = (k+ 1)y — 5 = <k+ 2) P
that is .
Hey = (k—l— 2) ¢, Vk € N.
Thus, foreach k € N, k + % is an eigenvalue of H with corresponding eigenvector ¢.

26.1. An application concerning the harmonic oscillator operator in quantum mechanics

In this section we have the aim of representing the relativistic Klein-Gordon equation through the
creation and annihilation operations related to the harmonic oscillator in quantum mechanics.
Consider first the one-dimensional Hamiltonian, corresponding to the harmonic oscillator, namely

hod? x2
H=—-— +K—
Zmdxz+ 27

which through an appropriate re-scale results into the following related Hamiltonian Hy, where

1 a2,
H0—2<—dxz+x>.

Define now the operators

and

Clearly,

I 1
H0=Ble—Ed =BzB1+Ed,

so that
[A,A*] = [By,By] = B1By — BBy = ;.

Similarly, as in the previous sections, by induction, we may obtain

[By, B§] = kB5™1, vk € N.

doi:10.20944/preprints202302.0051.v54


https://doi.org/10.20944/preprints202302.0051.v54

Preprints.org (Wwww.preprints.org) | NOT PEER-REVIEWED | Posted: 2 February 2024 doi:10.20944/preprints202302.0051.v54

114 of 186
For R
Po = Ve,
we define 1
= —=Bigy, Vk € N.
47]( \/l; 2(P0
Also from the previous section, we may obtain
By = A" = Vk + 111,
Bigy = Ay = \/I;(Pk,p vk € N.
ByBy = A" Apy = k¢,
and
B1Bapp = AA P = (k+ 1)y, Vk € NU{0}.
so that
Hopy = (k + 1/2)¢k, Vk € N.
Here we recall that
Bigg = Ay =0,
and
[[poll 2 = 1.
In reference [21], page 54 it is proven that such a sequence {¢y} is an ortho-normal basis for
L2(R).
Finally, observe that for R* we may define
1 0
— A= —
(Bl)] ] 5 (ax] +x]>r
and
(B)-—A"‘—L —i—l—x- vje {0,1,2,3}
2 ] ] - \/i ax] 7] ] rLr &y .
Here generically,
x = (x0,x1,%2,x3) € R%.
Observe that clearly
o V2 .
ax; ~ 2 A
and
V2

led = T(A] + A;k), vj e {0,1,2,3}.
Denoting xo = t where t stands for time, consider the relativistic Klein-Gordon equation,

2 3 2
_a¢+267¢
]

2
29 —m2p =0,
A

From the previous results, we may represent such an equation by
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1 2, el ;
(‘2(1‘\0 —AGP+ Y 5 (A4~ A7)? - m21d> ¢ =0.
=1

We highlight from the previous results we know the action of Aj and A on an appropriate basis

of L2(R*) obtained though an appropriate tensorial product of the bases

{{¢x(xj)}, forje{0,1,2,3}}.

We shall call the operators A}k and A; as the creation and annihilation operators concerning the
original harmonic operator in quantum mechanics.
{ To j;lstify such a nomenclature, we recall that A]’-‘c])o(x]-) = ¢1(x;) and A;po(xj) = 0, Vj €
0,1,2,3}.

27. A dual variational formulation for a related model
In this section we develop a concave dual variational formulation for a Ginzburg-Landau type
equation.
Let Q C RR3 be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by 0Q.
Consider a functional | : V — R defined by
J(u) = 1/ Vu-Vudx
2 Ja
+5 |02 =B dx = (u,f) 12, (168)
2 Ja
wherey > 0,2 > 0,8 >0, f € L>(Q), and
vV =WA(Q).

We also denote Y = Y* = L2(Q).
Define now
Vl = {M eV : ||u||°o < Kg},

for some appropriate K3 > 0and, J; : VXY — Rby

Julo,08) = J(u) + 5 [ (=990 + 205u— 2 dx,

where
1

Ky= ——>—
T a2+

for some small parameter 0 < ¢ < 1.
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Observe that
J(u,v5) = %/QVu-Vu dx + (u?,v§) 2
K
+71 /Q(—qu +205u — f)?dx — (u, f)2
. x
—(uz,v())Lz + 5 /Q(u2 - ,8)2 dx
: Y 2 %
> x .
> u1é1‘2{2 /QVu Vu dx + (u,vg) 12
K
+71 /Q(—qu + 2o5u —f)2 dx — <u,f)Lz}
+inf < —(v,v5) 2 + ﬁ/ (v—B)? dx
veyY 702 g
= —F(vp) — G*(v)
= J'(v5),YueVy, vy Y, (169)
where we have denoted
F*(05) = sup{—(u®,v}) 2 — F(u,05)},
uevy
. v Kq 2 # 2
F(u,vp) = —/ Vu-Vudx + —/ (=yV u+2v5u — ) dx — (u, )2,
2 Ja 2 Jo
and N
_w a2
Go) =5 [ (0—pdx,
G*(vg) = sup{(v,vp);2 —G(v)}
veY
_ 1 *\2 *
= ﬂ‘/ﬂ(vo) dx+‘8‘/0'00 dx. (170)
Observe that SF .
g‘#vo) = —V2 +20% + Ky (= V2 +207)2,

so that we define
B* = {v} € Y* : —yV? 420} + K1 (=V? 4 205)? > 0}.

With such assumptions and definitions in mind, we may prove the following theorem:
Theorem 27.1. For [*(vy) = —F*(v) — G*(v(), suppose 9 € B* is such that
5] (65) = 0.

Let uy € Y be such that

aH(MOI UAS)
0 —,
ou
where
H(u,v5) = F(u,05) + (4%, 05) 2
Suppose
up € V1.
Under such hypotheses,

F*(0p) = H(uo, %),
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0] (up) =0,

and

J(uo) = Ji(uo,%p)
- ulgli;l ]1 (u’ UO)
= sup J*(v)
vhEY*
= J" (%)
Proof. The proof that
F*(95) = H(uo,55),

is immediate from 9y € B*.
Moreover, the proof that

0] (ug) =0,
and
J(uo) = J1(ug, 0y) = J*(95)

may be done similarly as in the previous sections.
Observe that

J*(w5) = —F(vg) = G*(w) = inf {H(u,75) — G (%)},
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(171)

so that J* is concave in v as the infimum of a family of concave functionals in vj.

From this and 6]*(3;) = 0 we get

J*(9g) = sup J*(vp)-

v(’; eY*
Furthermore observe that

J(wo) = h

g
< Fu,05)+ sup {12,052 — G*(%5) |

vpEY*
= F(u,95) +G(u?)
= Ji(u,9;), Yu € V.
Hence
J(uo) = J1(uo, 0p) = uig‘ﬁl J1(u,95).

Joining the pieces, we have got

J(uo) = Ji(uo,9p)
= uig‘ﬁlh(uzﬁé)

= sup J*(vp)

vpEY*
= J"(%).

The proof is complete. [

(172)

(173)
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28. The generalized method of lines applied to fourth order differential equations

In this sections we develop an application of the generalized method of lines to a fourth order
equation.
We start by addressing the following ordinary differential equation (ode):

€d4u(x)
dx?*

—f=0,in[0,1],

with the boundary conditions

u(0) =u'(0) =0
and

u(l) =u'(1) =0.

In terms of linear elasticity, such a boundary conditions corresponds to a bi-clamped beam.
In a finite difference context, this last equation corresponds to

4
where N is the number of nodes and d = 1/N.
Considering that, from the boundary conditions, u_; = uy = 0, for n = 1 we get

c (Lin+2 —4un+1 + 6uy —4u,_q +un2> —fn =0,Vne {1, ..N_Z},

d4
6uy —4uy +uz = flT,
so that
U1 = ajupy + bus +cq,
where .
d
a1 =2/3, by—1/6and c; = %
Similarly, for n = 2, we obtain
fod?

_41/[1 + 6u2 _41/[3 + M4 - T

Hence, replacing the value of 11 previously obtained in this last equation, we have

44
_4(611112 ~+ byus + Cl) + 61y — duz + uy = f27’

so that
Uy = apuz + bouy + Co,

where defining mq, = (6 — 4a1), we have also

L Abi+4

2 = m12 7

1

by =———r,

2 mip

1 d

o= L (f2+4cl).

mqp €

Now reasoning inductively, for n, having

Up—1 = Ay—1Un + bnflunJrl +cn-1,
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and
Up_p = Ay_pUy_1 + by_ouy +cy_p
we obtain
Uy = Ap_o(Ap_1tn + by_1Uyi1 +Cy1) + by_oty + cu,
so that from this and
fud?
Upip — 4y +6uy —4uy 1+ Uy = —
we obtain
an—2 (an—lun +by 11+ Cn—l) + by oty +cp2
d4
—4(ay_qun +by_qupp1 +cy1) + 06Uy — 4y + Uy = fng , (174)
so that

Uy = Aptyg1 + buliy 1 + cn

where defining
myp = (ay—2(ay-1) + b2 —4a,_1 +6)

we obtain .
=——(a,_7b,_1—4b,_1—4
an — (an 20n-1 n—1 )
1
by=——,
mip
and .
1 d
Cp = m_lz <an—2Cn1 +copo—4cy1— fng > .

Summarizing, we have got
Up = Aplly i1 + byl o +cn, V0 € {1,-N —2}.
Observe now that from the boundary conditions,
uy_1 =un = 0.
From these last two equations, we may obtain
UN-2 = CNy,

and
UN-3 = aN—3UN—2 +bN_3un_1 +CN=3,

and so on up to obtaining
Uy = ajuy + b1M3 + 1.

The problem is then solved.

28.1. A numerical example

We develop a numerical example considering

e=1,
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and
f=1,in[01].
Thus, we have solved the equation
d*u(x) .
g i —f=0,in[0,1],

with the boundary conditions

and
u(l)=u'(1) =0
In a finite differences context, we have used N = 100 nodes and d = 1/N.
For a solution u(x), please see Figure 19.
5 x10°
251 1
ol |
15F |
1h |
05 1
0 Il Il Il Il Il Il Il Il Il
0 01 02 03 04 05 06 07 08 09 1
Figure 19. Solution u(x) for the example B.
In the next lines, we present the concerning software in MAT-LAB
A AN N
1. clear all
m8=100;
d=1/mS§;
el=1.0;
for i=1:m8
£(1,1)=1.0;
end;
a(1)=2/3;
b(1)=-1/6;

c(1)=f(1,1)*d*/ (6e1);
m12=(6-4*a(1));
a(2)=(4*b(1)+4)/m12;
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b(2)=-1/m12;

c(2)=1/m12*(4*c(1)+£(2,1)*d*/el);

for i=3:m8-2

m12=(a(i-2)*a(i-1)+b(i-2)-4*a(i-1)+6);
a(i)=-1/m12*(a(i-2)*b(i-1)-4*b(i-1)-4);

b(i)=-1/m12;
c(i)=1/m12*(f(i,1)*d* / el-c(i-2)-a(i-2)*c(i-1)+4*c(i-1));
end;

u(m8§,1)=0;

u(ms8-1,1)=0;

for i=2:m8-1;
u(ms8-i,1)=a(m8-i)*u(ms8-i+1,1)+b(m8-i)*u(m8-i+2,1)+c(m8-i);
end;

for i=1:m8

x(i)=i*d;

end;

plot(x,u)

EE R R R R S

29. A note on hyper-finite differences for the generalized method of lines

In this section we develop an application of the hyper finite differences method through an
approximation of the generalized method of lines.
Consider the equation

(175)

—eu"(x) +aud —Bu—f=0, inQ=][01],
u(0) =0, u(1)=0

As e > 0is small, in order to decrease the error concerning the approximations used we propose
to divide the domain Q) = [0, 1] into N7 sub-intervals of same measure. Thus we define

k
=—,Vvke{0,1,---,Ny}.
%= N { 1}
For each sub-interval Iy = [x;_1, x;] we are going to obtain an approximate solution of the

equation in question with the general boundary conditions

u((k=1)/Nq) = Ulk—1],

and
u(k/Ny) = U[k].
Denoting such a solution by
{uli K]}
where
k-1 .
X; = +id,
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and
1

a mg N1 !
where myg is the fixed number of nodes in each interval Ij.
Observe that in a finite differences context, linearizing it about a initial solution {ug[i, k] }, the
equation in question stands for:

_lulit LK - 2”;2' KL uli = VKD | sy li, 2l K] — 20ufi, K

—Buli, k] — f[i,k] =0, Vi€ {1,--- ,mg —1}. (176)

In particular, for i = 1, we obtain

(u[2, k] — 2u[1, K] + u[0, k)

—e 7 + Baug[1, k|?u[1, k] — 2aug[1, k)3
—Bu[l,k] — f[1,k] =0, (177)
so that
ullk] = a[l,kjul2,k]+b[1,kJu[0,k] + c[1,k]T[1, k]
te[L, K] + Er[1,K], (178)
where
a[l,k] =1/2,
b[1,k] =1/2,
c[Lk] =1/2,
dZ
e[l,k] = f[1,k] e’
d2
T[1,k] = (—3aug[1,k*uli, k] 4 2auo[1, k> — pull, k])?,
and
E.[1,k] = 0.
Now reasoning inductively, having
uli—1,k] = ali—1,kluli, k] + b[i — 1, kJu[0,k] +c[i — 1,k|T[i — 1,k]
+e[i —1,k] + E,[i — 1,k], (179)
and
_luli A LA = 2”6[;2' KAl = VKD | ool k2, K] — 2000, K2
—Buli,k| — fli,] = 0, (180)
so that )
(ufi +1,K] — 2uli, k] + ufi — 1,K]) + T[i, K] +f[i,k]% —0,
where,

2

Tli, k] = (—3auoli, K2uli, K] + 20toi, kI* + Buli, k])%,
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we obtain
uli,k] = ali kJuli, k] + bli, kJul0, k] + c[i, k] T[i, k]

+eli, k| + E/[i, k], (181)
where,

ali, k| = 2 —ali— 1,k 7},

bli, k] = ali, k]b[i —1,k],
cli,k] = ali, k](c[i — 1,k] + 1),
i 2
eli, k] = ali, k] (e[i -1,k + f['f]d) ,

and

E,[i, k] = ali, k] (E-[i — 1,K]) + c[i, K] (T[i — 1,K] — T[i, k]).

Observe that in particular for i = mg — 1, we have u[m8, k| = U[k] and u[0, k] = U[k — 1], so that
from above, neglecting E,[1, k|, we also obtain

ulmg — 1,k] = almg — 1u[mg, k] + b[mg — 1, k]ul0, k]
+c[mg — 1,k]T[m8 — 1, k| (u[mg, k], u[0,k]) + e[mg — 1, k]
= ng—l(u[k]l U[k - 1]) (182)

Similarly, for i = m8 — 2 we may obtain

ulmg — 2,k] =~ almg — 2Ju[mg — 1,k] + b[mg — 2, kJu[0, k|
+c[mg — 2,k]T[m8 — 2, k] (u[mg — 1,k|, u[0,k]) + e[mg — 2, k]
— Hyy2(UK, UK~ 1)), (183)

and so on, up to finding
ull,k] = Hi(U[k],U[k —1]), Yk € {1,--- , N1 }.
At this point we connect the sub-intervals by setting
U] =U[N;] =0
and obtaining {U[1],- - - , U[N;j — 1]}, by solving the equations
—¢ (ulms — 1,k - 2;[k] +ull k+1)) + 3aug[m8, k|2U k] — 200 [m8, k]
—BU[k] — f[ms, k] =0, Vk € {1,--- ,N; — 1}. (184)

Having obtained {U[k|], Yk € {1,---,N; —1}} we may obtain the solution {u[i,k]} where
i€{0,---,mg}andk e {1,---,Ni}.

The next step is to replace {ug[i, k] } by {u[i, k]} and then to repeat the process until an appropriate
convergence criterion is satisfied.

The problem is then approximately solved.

We have obtained numerical results for e = 0.001, f =1,on (), Ny = 10, mg =100 and « = f = 1.

For the related software in MATHEMATICA we have obtained U[1],---,U[9],

Here the software and results:



https://doi.org/10.20944/preprints202302.0051.v54

Preprints.org (Wwww.preprints.org) | NOT PEER-REVIEWED | Posted: 2 February 2024 doi:10.20944/preprints202302.0051.v54

124 of 186

1. Clear[u, U, z, N1];
m8 = 100;
N1 = 10;
d=1/m8/N1;
el =0.001;
For[k =1,k < N1+ 1, k++,
For[i=0,i <m8 + 1, i++,
uoli, k] = 1.01]];
A=10;
B=1.0;
a[1]=1.0/2;
b[1] =1.0/2;
c[1]1=1/2.0;
e[l] =d?/el/2.0;
For[i=2,i < m8,i++,
ali]=1/(2.0-ali-1]);
b[i] = b[i - 1]*a[i;
cli] = a[i]*(c[i- 1] + 1.0);
eli] = ali] * (e[i — 1] +d?/el);
I;
For[kl =1, k1 < 10, k1++,
Print[k1];
Clear[U, z];
For[k =1,k < N1+ 1, k++,
u[0, k] = U[k - 1];
u[m§, k] = U[k];
For[i=1,i < mS§, i++,
z =a[m8 -i]*u[m8-i+ 1, k] + b[m8 - i]*u[0, k] +
c[m8 - i]*(-3*A*uo[m8 -i + 1, k]**u[m8 -i + 1, k] +
2*A*uo[m8 - i+ 1, k]® + B*u[m8 - i + 1, k])*d? /el +
e[m8 -i];
u[mS8 - i, k] = Expand[z]]];
U[0] = 0.0;
U[N1] =0.0;
S=0;
For[k =1, k < N1, k++,
S=S+ (el*(-u[m8 - 1, k] + 2*U[k] - u[1, k + 1])/d* +
3*A*U[k]*uo[mS8, k]? - 2*A*uo[m8, k]° - B*U[K] - 1)?];
Sol = NMinimize[S, U[1], U[2], U[3], U[4], U[5], U[6], U[7], U[8], U[9]];
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For[k =1, k < N1, k++,
wi[k] = U[K] Sol[[2, k]II;
For[k =1, k < N1, k++,
ULk] = w4[K]];

For[k =1,k < N1+ 1, k++,
For[i=0,i <m8 + 1, i++,
uoli, k] = ufi, k]II;
Print[U[5]]];

For[k=0,k < N1+ 1, k++,
Print["U[", k, "]=", U[K]I]
U[0]=0.

U[1]=1.27567
U[2]=1.32297
U[3]=1.32466
U[4]=1.32472
U[5]=1.32472
Ul6]=1.32472
U[7]=1.32472
U[8]=1.32472
U[9]=1.32471
U[10]=0.

Remark 29.1. Observe that along the domain we have obtained approximately the constant value u = 1.32472.
This is expected since ¢ = 0.001 is small and such a value u is approximately the solution of equation

au —Bu—1=0.

30. Applications to the optimal shape design for a beam model

In this section, we present a numerical procedure for the shape optimization concerning the
Bernoulli beam model.

Let Q) = [0,1] C R corresponds to the horizontal axis of a straight beam with rectangular cross
section b x h(x), that is, the beam has a variable thickness h(x) distributed along such a horizontal
axis x, where x € [0,1].

Define now

V ={we W>(Q) : w(0)=w(1) =0},

which corresponds to a simply supported beam.
Consider the problem of minimizing in V x B the functional

J(w, ) = % /Q H(x)wee ()2 dx

subject to
(H(x)wxx(x))xx — P(x) =0, in O,
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where

h(x) is variable beam thickness, A(x) = bh(x) corresponds to a rectangular cross section perpendicular
to the x axis, and E is the young elasticity model.
Also, we define

1
B= {h: [0,1] — R measurable : h,,;;, < h(x) < hyax and /o h(x) < cohmax} ,

where 0 < ¢y < 1 and

C'={weV : (Hx)w(x))xx — P(x) =0, in Q}.

Observe that
(w’h)ig(fj*XB](w,h)
- e { o}
= inf {;213 {ing {3 [ HDn (00 3 = (0, (H00x(2))s — P<x>>Lz}}}
= inf {;25 {_; /Q H(x)@2, dx + <w,p>L2}}
= e {m, {i/m??; i)} (159
where

D*={M€EY* : My —P=0,inQ, and M(0) = M(1) = 0}.

Summarizing, we have got

: . 1/ M
inf  J(w,h) = inf = / ——dx .
(w,h)eC*x B (Mh)eD*xB | 2 Ja H(x)
In order to obtain numerical results, we suggest the following primal dual procedure:

1. Setn =1and
hn (x) = Cohmux.

2. Calculate w, € V solution of equation
(Hn(x)(wn)xX)xx = P(x),

where

3. Calculate h,, 1 1(x) € B such that
J*(My, hyyq) = inf [*(My, k),
heB

where
M, =H, (wn)xxr
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1M
2 JaH(x)

4. Setn := n + 1 and go to step 2 until an appropriate convergence criterion is satisfied.

J* (M, h)

We have developed numerical results for ¢y = 0.65, E = 210 107, b = 0.1 m, P(x) = 36 10> N,
hmin — 0.072 m al’ld hmux - 0.18 m.
We have also defined

h(x) = £(x)hmax,

where
04 <t(x) <1, ae in Q.

For the optimal solution w = w(x), please see Figure 20.
For a corresponding optimal solution t = ¢(x), please see Figure 21.

%1078

0.8 ]

04 r b

Figure 20. Optimal solution w(x) for a simply supported beam.
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Figure 21. Optimal shape solution ¢(x) for a simply supported beam.
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Remark 30.1. For such a simply-supported beam model, for the numerical solution of equation
(H(x>wxx)xx =P,
with the boundary conditions
w(0) =w(1) =w"(0) =w"(1) =0

firstly we have solved the equation

with the boundary conditions

Subsequently, we have solved the equation
H(x)wyy = v
with the boundary conditions
w(0) =w(1) =0.
Here we present the software developed in MAT-LAB.

3 o 438 38 38 6 36 36 3 3 S S S S

1. clear all
global m8 d d2wo H el ho h1 xo b5
m8=100;
d=1.0/mS;
b5=0.1;
e1=210%107;
ho=0.18;
A=zeros(m8-1,m8-1);
for i=1:m8-1
A(1,)=1.0;
x0(i,1)=0.55;
x3(1,1)=0.55;
end;
Ib=0.4*ones(m8-1,1);
ub=ones(m8-1,1);
b=zeros(m8-1,1);
b(1,1)=0.65*(m8-1);
for i=1:m8
f(i,1)=1.0;
LG4,1)=1/2;
P(i,1)=36.0*10;
end;
i=1;
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m12=2;

m50(i)=1/m12;
z(i)=1/m50()*(-P(i,1)*d?);

for i=2:m8-1

m12=2-m50(i-1);

m50(i)=1/m12;
z(1)=m50(i)*(-P(i,1)*d?+z(i-1));
end;

v(m8,1)=0;

for i=1:m8-1
v(m8-i,1)=m50(m8-i)*v(m8-i+1,1)+z(m8-i);
end;

k=1;

b12=1.0;

while (b12 >107%) and (k < 10)
k

k=k+1;

for i=1:m8-1

H(i,1)=b5*L(i, 1) * ho® /12%e];
£1(,1)=v(i,1)/H(G,1);

end;

i=1;

ml12=2;

m70(i)=1/m12;
21(i)=m70(i)*(-f1(i,1)*d?);

for i=2:m8-1

m12=2-m70(i-1);

m70(i)=1/m12;
z1(i)=m70(i)*(-f1(i,1)*d>+z1(i-1));
end;

w(m8,1)=0;

for i=1:m8-1
w(m8-i,1)=m70(m8-i)*w(m8-i+1,1)+z1(m8-i);
end;
d2wo(1,1)=(-2*w(1,1)+w(2,1))/d?%;
for i=2:m8-1
d2wo(i,1)=(w(i+1,1)-2*w(i,1)+w(i-1,1)) /d?;
end;

ko=1;

: 2 February 2024
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b14=1.0;

while (b14 > 10~%) and (k9 < 120)
k9

k9=k9+1;

X=fmincon(’beamNov2023",x0,A,b,[ ], [ ]Ib,ub);

bl4=max(abs(xo-X))
x0=X;

end;
b12=max(abs(x0-x3))
x3=x0;

for i=1:m8-1
L(@,1)=xo(i,1);

end;

end;

344 34 34 KK KA

With the auxiliary function "beamNov2023":

S o 34 % A XN

1. function S=beamNov2023(x)
global m8 d d2wo H el ho h1 xo b5
S=0;

for i=1:m8-1

S=S+1/(x(i,1)%)/ho®/b5/el*(H(i,1)*d2wo(i,1))>*12;

end;

We develop numerical results also for

V= WS’Z(Q) = {w € W??(Q) such that w(0) = w(1)
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Such boundary conditions corresponds to bi-clamped beam. The remaining data is equal to the

previous example
For the optimal solution w = w(x), please see Figure 22.

For a corresponding optimal solution t = ¢(x), please see Figure 23.
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Figure 22. Optimal solution w(x) for a bi-clamped beam.
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Figure 23. Optimal shape solution ¢(x) for a bi-clamped beam.

Remark 30.2. For such a bi-clamped beam model, for the numerical solution of equation
(H(x)wxx)xx =P,

with the boundary conditions

firstly we have solved the equation

with the boundary conditions

Subsequently, we solved the equation

H(x)wxx =v+ax+Db
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with the boundary conditions

obtaining a,b € R such that the boundary conditions
w'(0)=w'(1)=0

are also satisfied.
Here we present the software developed in MAT-LAB.

bR R

1. clear all
global m8 d d2wo H el ho hl xo b5
m8=100;
d=1.0/ms§;
b5=0.1;
e1=210%107;
ho=0.18;
A=zeros(m8-1,m8-1);
for i=1:m8-1
A(1,)=1.0;
x0(i,1)=0.55;
x3(i,1)=0.55;
end;
Ib=0.4*ones(m8-1,1);
ub=ones(m8-1,1);
b=zeros(m8-1,1);
b(1,1)=0.65*(m8-1);
for i=1:m8
£(i,1)=1.0;
L@G,1)=1/2;
P(i,1)=36.010%;
end;
i=1;
ml12=2;
m>50(i)=1/m12;
z(1)=1/m50(0)*(-P(i,1)*d?);
for i=2:m8-1
m12=2-m50(i-1);
m50(i)=1/m12;
z(i)=m50(1)*(-P(i,1)*d?+z(i-1));

end;

132 of 186
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v(m8,1)=0;

for i=1:m8-1
v(m8-i,1)=m50(m8-i)*v(m8-i+1,1)+z(m8-i);
end;

k=1;

b12=1.0;

while (b12 > 107%) and (k < 10)

k

k=k+1;

for i=1:m8-1

H(i,1)=b5*L(i,1)3 x ho3/12%e1;
£1(,1)=v(i,1)/HG,1);

£2(1,1)=i*d/H(,1);

£3(i,1)=1/H(@,1);

end;

i=1;

m12=2;

m70(i)=1/m12;

z1(1)=m70(i)*(-f1(1,1)*d?);
22(1)=m70(i)*(-f2(i,1)*d?);
23(1)=m70(i)*(-f3(1,1)*d?);

for i=2:m8-1

m12=2-m70(i-1);

m70(i)=1/m12;
21(1)=m70(i)*(-f1(i,1)*d>+z1(i-1));
22(i)=m70(i)*(-f2(i,1)*d>+2z2(i-1));
23(i)=m70(i)*(-f3(i,1)*d>+z3(i-1));

end;

w1(ms8,1)=0;

w2(mS8,1)=0;

w3(m8,1)=0;

for i=1:m8-1
w1l(m8-i,1)=m70(m8-i)*w1(m8-i+1,1)+z1(m8-i);
w2(m8-i,1)=m70(m8-i)*w2(m8-i+1,1)+z2(m8-i);
w3(m8-i,1)=m70(m8-i)*w3(m8-i+1,1)+z3(m8-i);
end;

m3(1,1)=w2(1,1);

m3(1,2)=w3(1,1);

m3(2,1)=w2(m8-1,1);
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m3(2,2)=w3(m8-1,1);

h3(1,1)=-w1(1,1);

h3(2,1)=-w1(m8-1,1);

h5(;,1)=inv(m3)*h3;

for i=1:m8
wo(i,1)=w1(i,1)+h5(1,1)*w2(i,1)+h5(2,1)*w3(i,1);
end;

d2wo(1,1)=(-2*wo(1,1)+wo(2,1))/d?%;

for i=2:m8-1
d2wo(i,1)=(wo(i+1,1)-2*wo(i,1)+wo(i-1,1)) /d?;
end;

ko=1;

b14=1.0;

while (b14 > 1074) and (k9 < 120)

k9

k9=k9+1;

X=fmincon(’beamNov2023’,x0,A,b,[ |, ],1b,ub);
bl4=max(abs(xo-X))

x0=X;

end;

b12=max(abs(x0-x3))

x3=x0;

for i=1:m8-1

L(@i,1)=xo0(i,1);

end;

end;

B R R R R R S S ]

Remark 30.3. About the numerical results obtained for these two beam models, a final word of caution is
necessary.

Indeed, the full convergence in such cases is hard to obtain so that we have obtained just approximations of
critical points with the functionals close to their optimal values. It is also worth emphasizing we have fixed the
number of iterations so that the solutions and shapes obtained are just approximate ones.

31. Applications to the optimal shape design for a plate model

In this section, we present a numerical procedure for the shape optimization concerning a thin

plate model.
Let QO = [0,1] x [0,1] C R? corresponds to the middle surface of a thin plate with a variable
thickness h(x, y).

Define now
V={weW>»?Q) : w=00ndQ},

which corresponds to a simply supported plate.
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Consider the problem of minimizing in V x B the functional
m=1[n V2 2d
J(w,h) =5 | HCy) (Viw(x,y))” dx
subject to
V2[(H(x,y)V¥(x,9))] - P(x,y) = 0, in O,
where hx,y) pe
h = h(x,y) is variable plate thickness, E is the young elasticity model and ws = 0.3.
Also, we define
B = {h : Q) —» Rmeasurable : hy;, < h(x,y) < hyay and /Qh(x,y) < cohmﬂx} ,
where 0 < ¢y < 1and
C*={weV : V*H(x,y)V?w(x,y))] — P(x,y) =0, in Q}.
Observe that
inf h
e Sl
= f f h
i ot o)
= inf {sup 1nf / H(x,y)[V? w(x,y)]? dx — (@, V*[H(x,y)V?w(x,y)] — P(x,y))Lz}}}
heB wev Q
= inf {sup —= | H(x,y)[V*®(x,y)]? dx + (b, P>Lz}}
heB | wev
1 M?
= f . 186
ot { o { e ) (15
where

D*={MecY* VZM—-P=0,inQ, and M =0, on Q}.

Summarizing, we have got

, : 1 M?
inf  J(w,h) = inf f/ ——dx ;.
(w,h)eC*xB (mmep+xB | 2 Ja H(x,y)
In order to obtain numerical results, we suggest the following primal dual procedure:

1. Setn =1and
hy(x) = cohmax-

2. Calculate w;, € V solution of equation
V2(Ha(x,y)Vwu(x,y)) = P(x,y),

where
Ehy(x)?

D = -y
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3. Calculate h,, 1 € B such that
J*(My, hyyq) = inf J*(My, h),
heB

where
M, = Hy(x,y)V? w,,

. 1 M?
] (Mrh) - E a H_(x,]/) dx

4. Setn :=n+ 1 and go to step 2 until an appropriate convergence criterion is satisfied.

We have developed numerical results for co = 0.75, E = 200 10°, P(x,y) = 2 10> N, hy, =
0.45 % (0.12) m and Jtyax = 0.12 m.
We have also defined

h(x,y) = t(x,y)hmax,

where
045 < t(x,y) <1, ae. in Q.

For the optimal solution w = w(x, y), please see Figure 24.
For a corresponding optimal solution t = f(x, y), please see Figure 25.

%107

Figure 24. Optimal solution w(x, y) for a simply supported plate.
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09
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Figure 25. Optimal shape solution ¢(x, y) for a simply supported plate.

Remark 31.1. For such a simply-supported plate model, for the numerical solution of equation
V2[H(x,y)V? w(x,y)] = P,

with the boundary conditions

w = 0ondQ),
firstly we have solved the equation

Vi —P=0
with the boundary conditions

v = 0on Q).

Subsequently, we have solved the equation
H(x,y)V?w(x,y) = o(x,y)

with the boundary conditions
w = 0on oQ).

Here we present the software developed in MAT-LAB.

e o 38 38 36 36 36 3 3 3 o o K K KK

1. clear all
global m8 d d2xwo d2ywo H el ho xo b5
m8=40;
d=1.0/m§;
wb=0.3;
e1=200%10°/(1 — w5?);
ho=0.12;
A=zeros((m8 —1)2, (m8 — 1)?);
for i=1:(m8 — 1)?
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A(1,)=1.0;

x0(i,1)=0.55;

x3(i,1)=0.55;

end;

1b=0.45*ones((m8 — 1)2,1);
ub=ones((m8 —1)2,1);
b=zeros((m8 — 1)2,1);
b(1,1)=0.75*(m8 — 1)?;

for i=1:(m8-1)

for j=1:m8-1

£(1,j,1)=1.0;

L@,j,1)=1/2;

P(i,j,1)=2*10%; end;

end;

for i=1:m8
wo(:,1)=0.001*ones(m8-1,1);

end;

m2=zeros(m8-1,m8-1);

for i=2:m8-2

m2(i,i)=-2.0;

m2(i,i-1)=1.0;

m2(i,i+1)=1.0;

end;

m2(1,1)=-2.0;

m2(1,2)=1.0;
m2(m8-1,m8-1)=-2.0;
m2(m8-1,m8-2)=1.0;
Id=eye(m8-1);

i=1;

m12=2*Id-m2*d? /d?; m50(:,:,i)=inv(m12);
2(:4)=m50(:,;,1)*(-P(;,i,1)*d?);

for i=2:m8-1

m12=2*Id-m2*d? /d%-m50(:,:,i-1);
m>50(:,:,i)=inv(m12);
2(:,)=m50(;,: i)*(-P(:4,1)*d?+2(:,i-1));
end; v(:,m8)=zeros(m8-1,1);

for i=1:m8-1
v(:,m8-1)=m>50(:,:;, m8-1)*v(:, m8-i+1)+z(:,m8-i);

end;

: 2 February 2024
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k=1;

b12=1.0;

while (b12 > 107%) and (k < 12)
k

k=k+1;

for i=1:m8-1

for j=1:m8-1

H(j,i,1)=L(j,i,1)% * ho3/12%e1;
f1G,4,1)=v(ji)/H(ji,1);

end;

end;

i=1;

m12=2*Id-m2*d? / d%;
m70(:,:,i)=inv(m12);
21(:4)=m70(:,:i)*(-f1(:,i,1)*d?);

for i=2:m8-1

m12=2*Id-m2*d? /d*>-m70(:,:,i-1);
m70(:,:,i)=inv(m12);
zl(:,i):m70(:,:,i)*(—f1(:,i,l)*d2+zl(:,i—1));
end;

w(:,m8)=zeros(m8-1,1);

for i=1:m8-1

w(:,m8-1)=m70(:,:;; m8-i)*w(:,;m8-i+1)+z1(:,m8-i);
end;
d2xwo(;,1)=(-2*w(;,1)+w(:,2))/d?;
for i=2:m8-1

d2xwo(: 1) =(W(:,i+1)-2*w(: i) +w(:,i-1))/d?;
end;

for i=1:m8-1
d2ywo(:,i)=m2*w(:,i)/d?;

end;

k9=1; b14=1.0;

while (b14 > 10~%) and (k9 < 30)
k9

k9=k9+1;

X=fmincon(’beamNov2023A3’,x0,Ab,[ |, [ ] Ib,ub);

bl4=max(abs(xo-X))
x0=X;

end;

: 2 February 2024
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b12=max(max(abs(w-wo0)))
wo=w;

Xx3=x0;

for i=1:m8-1

for j=1:m8-1

LG4, 1)=x0((i-1)*(m8-1)+j,1);
end;

end;

end;

for i=1:m8-1

x8(i,1)=i*d;

end;

mesh(x8,x8,L);

ok 43438 6 e KKK A KK

With the auxiliary function "beamNov2023A3’, where

3 o 38 8 36 36 36 36 3 3 3 o A 36 38 K K KA AN E

1. function S=beamNov2023A3(x)
global m8 d d2xwo d2ywo H el ho xo b5
S=0;
for i=1:m8-1
for j=1:m8-1
X1 )=x((m8-1)*(i-1)+j,1);
end;
end;
for i=1:m8-1
for j=1:m8-1
S=S+1/((x1(j,1))®)/ho3/el * (H(j,i,1))? * (d2xwo(j, i) + d2ywo(j,i))? * 12;
end;

end;

bR R R R R R

Remark 31.2. About the numerical results obtained for this plate model, a final word of caution is necessary.

Indeed, the full convergence in such a case is hard to obtain so that we have obtained just approximations
of critical points with the functional close to its optimal value. It is also worth emphasizing we have fixed the
number of iterations so that the solution and shape obtained are just approximate ones.
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32. A note on the first Maxwell equation of electromagnetism

Let Q; C R3 be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by 90);.

Suppose E : Q; — R3 is an electric field of C! class in Q.

Let () C ) be also an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by S = 9Q).

Observe that there exists a scalar field V : (3 — R such that

V2V = divE, in Q,

and
VV.n=0, onS =90.
Here n denotes the normal outward field to S.
Observe also that
V2V = divVV = div E,
so that defining
h=VV —E,
we have that
divh =0, in Q.

Hence, from such results and the divergence Theorem, we get

/E-ndS - /(VV)-ndS—/h-ndS
S S S

E— / div h dV = 0. (187)
Q
Summarizing, we have got
[E-nds=o.
S
Consider now a charge g localized at the center of a sphere (), of radius R > 0 and boundary

Sy = 0.
The electric field on the sphere surface generated by g is given by

27 4meg R

where nj; is the normal outward field to S5.
Clearly

1 qo 2 90
E, - dSy = —— = (47R*) = —.
/Sz 2712 452 47teg RZ( & ) €0

Consider again the set (2 but now with a charge g localized at a point x inside the interior of (),
which is denoted by Q°.

At first the electric field E generated by gq is not of C! class on Q.

However, there exists R > 0 such that

Br(x) c 0 =0Q°

Define Q3 = Q \ Br(x).
Therefore, E is of C! class on Q3.
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Denoting the boundary of ()3 by Ss, from the previous results, we may infer that

E'I‘lngIO,
S3

so that

E-ndS; = /E~nd5—/ E-ndS,
S5 s 3BR (x)

= /E-ndS—q—O
S €0
0.

Therefore, we have got

/E-ndS:q—O.
S €0

Assume now on () we have a density of charges p(x).

For a small volume AV consider a punctual charge g¢ localized in x € () such that

7o~ p(x)AV.

doi:10.20944/preprints202302.0051.v54
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(188)

Denoting by AE the electric field generated by g, from the previous results we may infer that

/AE-nds _ o, p)AV
S <] €0

Such an equation in its differential form, stands for:

/dE-nds:p(x)dV.
S €0

Integrating in () we may obtain

/E-ndS - //dE-ndVdS
S SJO

o) gy,
Q €

so that

/E~ndS: PO v
S Q €

From this and the Divergence Theorem, we have

/E~ndS:/ divEdV:/ e v
S Q Q €

Summarizing, we have got

/ divEdV:/ PO v
(@) QO &

This is the integral form of the first Maxwell equation of electromagnetism.

(189)

For this last equation, the set () C () is rather arbitrary so that for () as a ball of small radius
r > 0 with center at a point x € )1, from the Mean Value Theorem fot integrals and letting r — 0", we

obtain


https://doi.org/10.20944/preprints202302.0051.v54

Preprints.org (Wwww.preprints.org) | NOT PEER-REVIEWED | Posted: 2 February 2024 doi:10.20944/preprints202302.0051.v54

143 of 186

divE= Y, in0y.
€0

This last equation stands for the differential form of the first Maxwell equation of
electromagnetism.

Remark 32.1. Summarizing, in this section we have formally obtained a mathematical deduction of the first
Maxwell equation of electromagnetism.

33. A note on relaxation for a general model in the vectorial calculus of variations

Let 3 C R” be an open, bounded and connected set with a regular (Lipschitzian) boundary

denoted by 0Q).
Consider a function g : RN*" — R twice differentiable and such that

<(y) — +oo, as |y| — +oo.

Define a functional G : V. — R by

1
G(Vu) = 5 /Qg(Vu) dx,
where
V= {W"2(;RN) : u=uyonoQ}.

Moreover, for f € L?(Q; RN), define also

We assume there exists & € R such that

&= inf J(u).

Observe that from the convex analysis basic theory, we have that

a = inf J(u)
ue?

= infJ" ()

= inf{(Go V)" (u)— (u, f)2}. (190)

ueV

On the other hand

(GoV)™(u) H(u)

(AG(Vw) + (1—A)G(Vo)}

inf
(A (v,w))€[0,1] xB(u,A)
< G(Vu), (191)

where
B(u,A) ={(v,w) €V : Aw+ (1 —A)v =u}.

From such results, we may infer that

inf ] () = inf (H(u) — {, )2} = inf J(u).
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Furthermore, observe that
AVw+ (1-A)Vo = Vu,

so that

Vo = Vu+A(Vo—Vw)
= Vu+AVyg, (192)

wherep =v—w € W&'Z(Q; RN) so that

V¢ =Vov—-Vuw,
and

Vw = Vv - Vé¢.

Therefore,
Vw=Vo—-V¢=Vu+AVp—-V¢=Vu—(1-A)Ve.

Replacing such results into the expression of H, we have
H(u) = inf {AG(Vu—-(1-A)V¢)+ (1-A)G(Vu+AVe)},
(AL¢)el01]xVy
where
= Wy (O, RN).

Joining the pieces, we have got

l}g‘f/l() = L}g‘f/f**()

= ;g‘f/{H(u) —(u, )2}

N ()\/¢,u)€i[3{]xVoxV{AG(vu —(1=M)Ve)+ (A =NG(Vu+AVe) = (u, f)12}.

This last functional corresponds to a relaxation for the original non-convex functional.
The note is complete.

33.1. Some related numerical results

In this subsection we present numerical results for an one-dimensional model and related relaxed
formulation.
For Q) = [0,1] C R, consider the functional | : V — R where

=5 f =2 dxs 3 [ w2 ax

V={ucW2?Q) : u(0)=0and u(1) = 1/2},

fey=Y"=12Q).
Based on the results of the previous section, denoting V) = W&'Z(Q), we define the following
relaxed functional [; : [0,1] x V x Vj — R, where

(A u,¢) = 2/ u —(1-A)¢')? — )dx+7/ (u' +A¢')? — )zdx+%/0(u—f)2dx.
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Indeed, we have developed an algorithm for minimizing the following regularized functional
J>:[0,1] x V x Vj — R, where

B(Au,¢) = hAug)+ 3 [ @) dx,

for a small parameter £3 > 0.
For the case in which f(x) = sin(7tx) /2, for the optimal solution u, please see Figure 26.

For the case in which f(x) = cos(7tx)/2, for the optimal solution u, please see Figure 27.
For the case in which f(x) = 0, for the optimal solution u, please see Figure 28.

0.5

0.45 b

04r b

0.35 ]

031 b

0.25 ]

0.05 ]

Figure 26. Optimal solution u(x) for the case f(x) = sin(7x)/2.
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0.45 ]

04r b

0.35 ]

0.25 ]

0.15 b

01 F 1

0.05 ]

Figure 27. Optimal solution u(x) for the case f(x) = cos(mx)/2.
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0.5

045 b

0.35 ]
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0.25 ]
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0.15 b

04 f 1

0.05 ]

Figure 28. Optimal solution u(x) for the case f(x) = 0.

We highlight to obtain the solution for this last case which f = 0 is harder. A good solution was
possible only using
X0 = 0

as the initial solution concerning the iterative process.
Here we present the software in MAT-LAB developed.

P EEEER——
1. clear all

global m8 d u e3

m8=100;

d=1/mS§;

e3=0.0005;

for i=1:2*m8+1

x0(i,1)=0.36;

end;

b12=1.0;

k=1;

while (b12 > 1077) and (k < 60)

k

k=k+1;

X=fminunc(’funDecember2023’,x0);

b12=max(abs(x0-X))

XxX0=X;

u(m8/2)

end;

for i=1:m8

x(i,1)=i*d;
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end;

plot(x,u);

With the main function "funDecember2023"
33 3 3 3 o 34 3 3 o 3 e o S NN K

1. function S=funDecember2023(x)
global m8 d u e3
for i=1:m8
u(i,1)=x(i,1);
v(i,1)=x(i+m8§,1);
yo(i,1)=sin(pi*i*d)/2;
end;
L=(1+sin(x(2*m8+1,1)))/2;
u(ms,1)=1/2;
v(m8,1)=0.0;
du(1,1)=u(1,1)/d;
dv(1,1)=v(1,1)/d;
for i=2:m8
du(i,1)=(u(i,1)-u(i-1,1))/d;
dv(i,1)=(v(i,1)-v(i-1,1))/d;
end;
d2u(1,1)=(-2*u(1,1)+u(2,1))/d?%;
for i=2:m8-1
d2u(i,1)=(u(i-1,1)-2*u(i,1)+u(i+1,1))/d>;
end;
S=0;
for i=1:m8
S=S+1/2* L ((du(i,1) — (1 — L) *dv(i,1))?> — 1)%;
S=S+1/2% (1 — L) * ((du(i,1) + L xdv(i,1))*> — 1)%;
S=S+(u(i,1) — yo(i,1))?;
end;
for i=1:m8-1
S=S+e3*d2u(i,1)%;
end;

R R R S S e
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33.2. A related duality principle and concerning convex dual formulation

With the notation and statements of the previous sections in mind, consider the functionals
J:V—=RandJ3:[0,1] X V x Vj — R where

J0) = G(Va) + 5 [ wdy = (u, )2
and
BAu¢) = AG(Vi—(1—A)Ve) + (1—A)G(Vu+AVe)

+5 [ == 209) - (u— (1= \)g) d

+(1 2/\) /Q(u—k)\gb)-(u—i—/\(p) dx

Au— (1=, f2— (1 —=A)(u+Ag, f)2. (193)

Here we have denoted
V={ueW2RN) : u=uyonoQ =S},
Vo = Wy (O, RN),
Y =Y* = LA(O;RN*)

and
Y, = Y{ = L2(Q;RN).
Observe that
T (u) < (A,¢>r§$f}]xvo Js(A, u, ).
Moreover,
(A u,¢) = —(Vu—(1=2A)Ve,v1)2 +AG(Vu — (1-A)V)

—(Vi— (1= A)V,v5) 2+ (1 — A)G(Vu+ AV)
(= (=N os)+ 5 [ (= (1= 2)9) - (4= (1= A)p) dx

—(u+ A, 052 + (1;A)/()(u+)»¢)~(u+)\¢) dx

+(Vu—1-2A)Vep,v])2+ (Vu—(1—-A)Ve,v]) 2
+u—(1—-AN)p,v3)12+ (u+Ap,v1)12
—Mu— (1=, flrz = (L=A)(u+Ag, f)2. (194)
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Therefore,

A uw ) > vilféfy{—<vlrUT>L2+)\G(vl)}

—|—Ui2réfy{—<vz, v3)r2 + (1= A)G(v2)}

+‘03h;;f(1 {—(03, v3)2 + % /0(713) - (v3) dx}
Tl {_@M)DLZ * (1;/\) /0(04) *(04) dx}

v4€Y]

+oinf {(Vu— (1= M)V, 050 + (Vi — (1— A)Ve,0})
(u,¢)EV><V0

+u—(1—=AN)p,v3)12+ (u+Ap,v1) 12
—Au—1=2A)¢, f2— (1 —=A)(u+Ag, f)2}
= e (F)-0-ve (52)
—F3(v3,A) — Fi (v, A)
+/S(Uf)ijnj(uo)i d5+/5(7)§)ijnj(uo)i ds,
VA e (0,1),ucV, ¢ € Vo o" € A%, (195)

where

G*(v%) = Slelg{@, vz = G(v)},

A
Ff(v3,A) = sup {(vg,,v;)Lz—E/Qvg,.vg, dx}

v3€Yq

1 * *
= = /Q % -0} dx, (196)

1-A
Fi(v3,A) = sup {(v4,vZ>Lz—( 5 )/004-04dx}

v €Y1

1
= ——— [ ui-v)dx. 197
/04 4 (197)

2(1—-A7)
Furthermore, A* = A} N A5 where
A = {v* = (v],05,03,03) € [Y'T> x [Y{]* : —div (0]); — div (03); + (03); + (v}); — fi = 0, in Q},

and

A; = {v" = (v],05,05,05) € YT x [Y{]?

— (=14 A)div (0]); — Adiv (03); + (=1 +A)(03); + A(¥); =0, inQ}.  (198)

Summarizing, we have got
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inf A,
(/\,ugb)e(lg,ll)xVxVOk)( ! (P)
> sup { inf {—)\G* (Uik> —(1—A)G*( o )
T vrear (A€(01) A (1-4)
—F3(v3,A) — Fy (03, A) + /aQ(UT)ijnj(uo)i ds + /E)Q(Ui)ijﬂj(uo)i ds}}- (199)

Remark 33.1. We highlight this last dual function in v* is convex (in fact concave) on the convex set A*.

34. A general convex primal dual formulation with a restriction for an originally non-convex
primal one

Let O C R3 be an open bounded and connected set with a regular (Lipschitzian) boundary
denoted by 0Q).
Consider the functional | : V — R where

J(u) = %/QVu-Vudx—F%/Q(uz—ﬁ)zdx
= 12, (200)

wherea >0,> 0,7 >0,V = Wé’z(Q) and Y = Y* = L2(Q).
Define F; : V - Rand F, : V x Y* — Rby

_ ) E/ 2 dx —
Fi(u) = z/ﬂw Vudx+ 5 |t dx—{u f)r,
and
BE(u,v5) = —<M2,03>L2+5/”2dx
2 Ja
1 *\2 *
+2zx /Q(UO) dx+[$/nvo dx. 20D

Define also Fj' : Y* — Rand F; : Y* x Y* — Rby

Fr(vy) = SEE{WWTMZ*H(”)}
_ 1 (v +f)? d (202)

2Ja —yVZ+K v

and

F; (v1,09) = Sug{%u,vf)LZ*Fz(%vS)}
ue
1 *\2
- _ (v]) dx
2 Ja20f —K

—% /0(03)2 dx—/S/Qvé dx. (203)

if vy € B*, where
B = {05 € Y : |[v§]leo < K/2},

for some appropriate K > 0 to be specified.
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At this point we define
Vo={ueV : |ullo <Kz},
AT ={ueV :uf>0,inQ},
Vi=WmnNAT,
D* ={v] € Y" : ||[v]]leo <5/4K},
for appropriate K3 > 0 to be specified, and J{ : D* x B* — R by
Ji(01,05) = —F (v1) + F5 (v1, vp).-
Moreover, we define [J : Vi x D* x B* — Rby
K
J2(u,01,09) = Ji(o1,0p) + jll\vf — (—=YV*+ K)ulf3
1
+WK§HUT — (=205 + K)ull3 (204)
Observe that )
X (u, v¥, v 1 1 1
hlwope) 1 1 g, L
a(v7) —9V2+K 20i-K 5aK?
&J5 (u, 01, v5)
—22 100 — Ky (—y V2 +K)? —20% + K)?,
ou2 1(=7rV*+K) +50¢K§( vy +K)
and 5 ( )
0°J5 (u, 07, v 2 1
—e 2 = Ky (- K) — —/——(—2v} + K).
0udv} 1(=7V2+K) 50(1(%( % +K)
Now we set K, K, K3 such that
Kl > max{K,K3, 1/“1 ﬁr Y, 1/0‘/1/’)’/ 1/,B}r
K> max{Ks,1,&,8,7,1/a,1/7,1/B},
and K3 ~ 3.

From such results and constant choices, we may obtain

2 2 2 2
% * * J ( 4 4 ) J ( 4 4 ) J ( 4 4 )
de[{i)‘z, II (u/U]/v )} 2 1 0 2 1 0 2 1 0

o(v])? u? oudv]

B Ki(—yV? 4 205)? 2 X K3
= (9( 52 + 2K (—yV o +205) | + O <)
in V] x D* x B*. (205)

Define now

(—y V2 +205)?

C* = feyY* .
{UO 5aK3

+2(—7V2 +2?JS) > ig[d} ,

where we assume that ¢y > 0 is such that if vj € C*, then

det{aglvf J5 (u,05,05)} >0, in B* N C*.
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Finally, we also suppose the concerning constants are such that B* N C* is convex.
With such statements, definitions and results in mind, we may prove the following theorem.

Theorem 34.1. Let (ug,97,9;) € Vi x D* x (B* N C*) be such that

05 (ug, 07,95) = 0.

Under such hypotheses,
6](ug) =0,
and
K .
Ju) = (o) + | — v Vuo + 285m0 — £13

_ : & o 2 A% 2

= ing {100+ S = v9u+ 2050 13}

= su inf T3 (u, 05, 0§

Uaeg*{(u,v{)EleD* 2( ! O)}
= J5(uo,07,0). (206)

Proof. The proof that
8] (uo) = —yV?ug + 20519 — f = 0

and
J(uo) = J3 (10,97, 95),

may be done similarly as in the previous sections and will not be repeated.
Furthermore, since
63 (uo,07,%5) =0,

vy € B* x C* and J; is concave in v on V; x D* x B*, we have

I3 (ug, 05,05) = inf I3 (u,v5,95)

2 (10, 07,05 (u01)EVy xD* 24, 01,09 ),
and

* A% Ak * Ak ok
J3(uo,03,95) = sup 5 (uo,97,0p).
vy EB*

From such results and the Saddle Point Theorem we may infer that

K Ak
J(uo) = J(uo) + 71|| — yV2ug + 205u0 — f||3

sup { inf  J3(u00,0)
vsEeB* (u,0])€V xD*

= J5(ug,97,05)- (207)

Finally, from evident convexity,

K Ak
J(uwo) = J(uo) + 71|| — vV + 205u0 — f|3

K
= inf {](u)+1|| —7V2u+2ﬁ3u—f||%}. (208)
ueVp 2
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Joining the pieces, we have got
o) = Jo) + b1l — 79%ug + 285m0 — £13
= int {100+ S = v9u+ 2050 13}
N vzgg* {(u,vﬁigl (o2 (071 7) }
= J5(uo,07,0). (209)

The proof is complete.
O

35. A general convex dual formulation for an originally non-convex primal one

In this section we develop a convex dual formulation for an originally non-convex primal

formulation.
Let O C R® be an open bounded and connected set with a regular (Lipschitzian) boundary
denoted by 9Q).
Consider the functional | : V — R where
J(u) = %/QVqudx—i—%/Q(uz—ﬁ)zdx
—(u, f) 2, (210)

wherea > 0,8 > 0,7 >0,V = W,*(Q) and Y = Y* = [>(Q).
At the moment, fix a matrix K; > 0 and K > 0 to be specified.
Define F; : V>R, K :V 3 Rand F: V xY* = R, by

K
F(u) = %/QVM-VudxﬁLE/Quzdx
—(u, f)2, (11)
Y K 2
F(u) = Z/QVu-Vudx—l—E/Qu dx, (212)

F3(u,v3) = —(u?,08) 2 +K/ u dx+—/ (v5)? dx+ﬁ/ vy dx + (u, f)a.

Define also Ff : Y* = Rand F; : Y* — R,

Fi(v1) = sup{(u,v1)p2 — F(u)}
ueV

Fy(v3) = sup{(w,v3);2 — Fa(u)}
ueV

— 214
2/ V2+I< ax, (214)
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At this point we also define
B = {oj € Y" : [loflle < K/2},
={ueV: |ullo <Ks},
At ={uecV :uf>0,inQ},
Vi=V,NAT,
T={v" €Y : [[v"|lo < 5/4K},
for an appropriate K3 > 0 to be specified.
Furthermore, we define Fy : D* x D* x B* — R by
F5(01,03,00) = sup{—(u,v1 +03)12 — F3(1,v9)}
ueV
(vf +v5 = f)? 02 )2
= d
2/ 205 — *
1
_ﬂ/n(vé) dx—,B/QvS dx. (215)
Moreover, we define J; : D* x D* x B* — R by
Ji (u,01,v5) = =F(v1) = Fa(v3) + F5 (v1, 03, 9p)
and J; : D* x D* x B* — R by
J2(01,03,0) = Ji(v1,03,09)
Ki 2
+7/Q(v{fv§) dx
2
K? v] vi +05—f
— — dx. 21
2 Q<_gv2+1< 205 +2K ) 7 (216)
Now observe that
2 T% [k ook % 2
0°J5 (v3,v%,05) _ 1 LK+ K2 1 B 1 B 1
FICHE —Iv24k —IV2+K 2K- 20 —2K + 203
and 5
9°J5 (01, 03,05) _ 1 LK K? B 1
3(v3)? —IV2 1K (—2K+203)2  —2K+ 203’
and
1 1)
%5 (v3,03,05) KR (7%v2+1< 21<—2v3) B 1
a; gvy 2K — 20} —2K + 20
We set K1 > K,
K> Kj,

and K3 ~ /3. Moreover, after a re-scale if necessary, we assume « ~ 0.15.
From such results and constant choices, with the help of the software MATHEMATICA, we may
obtain
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2
82]* (U*,ZJ*, U*) 82]*(0*, ZJ*,U*) 82]* (U*,ZJ*, U*)
det{&%}‘,vélik(viﬁ/vérvé)} = 2171772770 2\"1,%2,%0/ __ 2\Y1,Y27%0

9(v])? Ju? ouov;
=0 <2K1((—7V2 +205)2 +4(—9 V2 + 203))) . (217)

Define now
H(vp) = 2((—yV? +205)* + 4(—y V> +20p)),

Observe that we may obtain cy > 0 such that if v5 € (C* x B*), then
det{62. . J3 (01, 03,05)} >0,

where
C*={vy € Y" : H(vj) > coly}.

Furthermore, we assume K > 0 and ¢y > 0 are such that C* N B* is convex.
With such statements, definitions and results in mind, we may prove the following theorem.

Theorem 35.1. Let (97,95,9;) € D* x D* x (B* N C*) be such that

613 (07,03,05) = 0.

Under such hypotheses,
6] (uo) =0,
and
J (uo)
— : f * *I *’ *
e {(v;v;)lgD*xD* J2 (01,2, %) }
= J2(01,03, %) (218)

Proof. The proof that
J(uo) =0,
—yV2u + 200up— f =0,
and
J(uo) = J2 (97,93, ),
may be done similarly as in the previous sections and will not be repeated.
Furthermore, since
o3 (57, 83,35) = O,
vy € B*NC* and J; is concave in 5 on D x D* x B*, we have
(0 8500) = nt (65,0, 90),
and

J2(01,0,05) = sup J5 (97,03, p).
vy EB*
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From such results and the Saddle Point Theorem we may infer that

AKX Ak AKX

J(uwo) = J5(97,05,9;)
= su inf “(or, 08,08
0365*{<vf,v;>eD*xD*]2( v 0)}

= 207,93,%)- (219)

The proof is complete.
O

36. A note on the special relativistic physics

Consider in R3 two observers O and O’ and related referential Cartesian frames O(x,y,z) and
O'(x,y,2) respectively.
Suppose a particle moves from a point (xg, Yo, zg) to a point (xg + Ax, yo + Ay, zo + Az) related to
O(x,y,z) on a time interval At.
Denote
I} = Ax® + Ay? + AZ?,

and I, = At.
In a Newtonian physics context, we have

I = A2 + Ay? + A2 = AX + Ay + A2,

and
L =At =AY,

that is, I and I remain invariant.
However, through experiments in higher energy physics, it was discovered that in fact is Is which
remains invariant (this had been previously proposed in the Einstein special relativity theory in 1905),

where
I = —c*AP + Ax? + Ay + AZ?,

so that

7C2At2+Ax2+Ay2+AZZ — 7C2At,2+Ax/2+Ay,2+AZ/2 _ 13,

for any pair of observers O and O’. Here c denotes the speed of light, and in the case in which v,v' < ¢

we have the Newtonian approximation
At = At.

From the expression of I3 we obtain
SAFE AT Ay AP

AR + At? + At? + At?
A2 A2 AP AZ?

_ _peAE A Ay Az 220
“ar T Ar + A2 A2 (220)
Thus,
_czAt’2 Ax'* N AY* AP Ar?
At? AVZ AP AK? ) AR
Ax? Ay AP
= 2+ 4y (221)

A2 T A2 T AR
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so that

2 _ (A2 DyT A2

<At’>2_ ¢ (At2+ A7 T Az

At - 12 A 12 12 ’
2 Ax Y Az

“ - <At’2 T A T

AN
ot 1_(7’/)2.

In particular for constant v and v/ = 0 we have
A\ 2 v?
=) =1- =4,
At c?

2
A = J1—Zat,
c

Consider now that O is at rest and O’ has a constant velocity

Letting At, At' — 0, we obtain

so that

ve

where {e1, 2, €3} is the canonical basis for R3 related to O.

Consider O(x,y,z) and O'(x,y, z) such that the axis x’ coincide with the axis x, axis i’ is parallel
to axis y and axis z’ is parallel to z.

Since v is constant, we have

o Ax
At’
and
v =0
Assuming x(0) = 0, and the initial time t = 0, we have Ax = x, and At = t so that
2
r v
t 1- = £,
so that
_ 2 (r- )
t/ = 1 & > t= < >/
E s
and thus
(-%)
t = <
= -~
2

On the other hand we have v = 0.
We may easily check that the solution

lead us to v/ = 0.
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Indeed,
Ax'\ /1 — %22- Ax'

At At’
so that, considering that v is constant, we obtain

d(x—vt) dx v—1

dt 2 2 2 4
VimE ims ieE
that is,
dx’'
— =0.
dt
Thus,
2
d (x’ - 2’—2)
dr =0,
so that
2
v
x4/1— Z=a
for some constant ¢; € R so that
/
X =,
for some ¢, € R.
Therefore i
, x
U = W =0.

Summarizing, for the Newton mechanics we have

and
/

On the other hand, for the special relativity context, we have the following Lorentz relations

t—%)

/_( c

t——ﬁ.
i

x — ot

and
/
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36.1. The Kinetics energy for the special relativity context
Consider the motion of a particle system described by the position field
r:Qx[0,T] — RY,
where Q C R3, [0, T] is a time interval and
r(x,y,zt) = (ct, X1(x,y,2,t), Xo(x,y,2,t), X3(x,y,2,1)).
In my understanding, this is the special relativity theory context.
The related density field is denoted by
p:Qx[0,T] = RY,
where
p(x,y,2,t) = molp(x,y,z )%,
my is total system mass at rest, and ¢ : Q) x [0, T] — C is a wave function such that
/Q 0(x,y,2,1)[2 dx = 1, Vt € [0, T.
The Kinetics energy differential is given by
Jor or
dE; = —dm — - —
‘ "ot o
where
o dr (0% 0% 0%\ (X 9% X
ot ot  \" ot ot ot "ot ot ot
X1 \* | (0X2\? | [0X3)’
= —c2 b § 722 223
= e () ()
= -2+ (222)
where ) ) )
2o (X (%), (9%
ot ot ot )’
Moreover, "
dm = 7O|4>(x,y, z,t‘)|2 dxdydz,
/1— 22
2
so that
dE, = &2(8 — 03 |p(x,y,2,t) > dxdydz
Vi-s
= mocy/ 2 — v2|¢|? dxdydz. (223)
Thus,

E.(t) = /QdEC = /Qmocx/ 2 — v2|p|* dxdydz.

In particular for a constant v (not varying in (x, y, z, t)), we obtain
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E.(t) = moc\/ ¢ — v2.

Hence if v < ¢, we have

Ec(t) = my c>.

This is the most famous Einstein equation previously published in his article of 1905.

36.2. The Kinetics energy for the general relativity context

In a general relativity theory context, the motion of a particle system will be specified by a field
(ron):Qx[0,T] — R*

where
(ron)(x,t) = (ct, X1 (h(x, 1)), Xa(hi(x, 1)), X3(h(x,1))),

where
a(x,t) = (ug(t), ur(x, t), uz(x,t), uz(x,t)),
ug(t) =1,
x = (x1,%,x3) € Q C R?,

and t € [0, T], where [0, T] is a time interval.
The corresponding density is represented by

(podt): Q2x[0,T] = R,

where
(oo ) (x,t) = mo|p(a(x, 1)),

my is total system mass at rest and ¢ : QO x [0, T] — C is a complex wave function such that

[ It 1) /=gl det(@ (x,1)} dx =1, ¥t € [0,T]

where
dx = dxq dx; dxs,
or
& = E)Tt]

Sik = 8j " 8k Vi, k€{0,1,2,3}.

and g = det{gj}.

Now observe that

or or _ dxdu 9r
ot ot QJuj ot Ouy Ot
or  Jr Oou;j Juy

du; Ouy ot o
ou; Ju

) ] 9%k

Sk 5 (224)

Observe that
ot ot Skt ot '
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Moreover, the Kinetics energy differential is given by
or or
dE. = —dm ETRETY
where g
dm = ———|p(1(x,1))|*\/—g| det{a’ (x,t)}| dx,
_ C2
so that the total Kinetics energy is expressed by
T
EC - / / dEc dt,
0 JO
that is,
E = / / (2 — ) |p(i(x, £)2/—g| det{n' (x,t)}| dxdt
\/ EZ
= / /Qmocx/ 2 —v2|p(ia(x,t))|*/—g| det{a’ (x,t)}| dxdt
0
T au ou R .
_ /0 /Q moc|| =gy S @@ (x, 1) [2y/=g| det{d (x,1)}] dx. (225)

Summarizing, for the general relativity theory context

ou;j Ju
E.= / /moc —8ik E)t] atk a(x,1))|2\/—g| det{a' (x,t)}| dxdt.

37. About an energy term related to the manifold curvature variation

In this section we consider a particle system motion represented by a field
r:Q— R*

of C2 class where here Q) = () x [0,T], O cR3isan open, bounded and connected set, and [0, T] is a
time interval.
More specifically, point-wise we denote

r(u) = (ct, X1 (u), Xz(u), X3(u)),

where ug = t, and u = (ug, uq, up, uz) € Q.
Now, define

5
]
and
Sik = 8j " 8 Vi k€{0,1,2,3}.
Moreover
{"y = {gu} ",
and

g = det{gj}.
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We assume

or(u) .
{ E forj e {0,1,2,3}}

]

is a basis for R, Yu € Q.
At this point we define the Christofel symbols, denoted by F}k, by

1 9y . 9gjp  9Igjk .
I _ Z,lp ) 2okp | Zojp _ ZOJK
Th = 58 {auj + due o, , Vi, k1 €{0,1,2,3}.

Theorem 37.1. Considering these last previous statements and definitions, we have that

0’r(u) _ or(u)

au'auk - jk a”l ’ \V/],k € {011/2/3}/ Yu e Q.
]

Proof. Fixu € Qand j, k,m € {0,1,2,3}.
Observe that

1
! = Z—g¢ olP
r]kglm nglg { au] auk aup

[ s o
"1 ouj o ou  ouy

ou; ouy  OJuy

{agkm 3jm agfk}
1] o0 (or(u) or(u) o0 [or(u) or(u) 9 (or(u) Jr(u)
T2 oy ( our  Oum > + oug \ ou; COuy | Oupm ou; " Ouy

0%r(u) or(u) n 0%r(u) or(u)
aukauj Uy, aumauj auk

0°’r(u) _or(u) 0’r(u) or(u)
Jujour  Ouy  Juyduy  Ju;

_ 9%r(w) or(u) 0%r(u) ~or(u)
umdu;  Juy oumduy  Ju;

1] r(w) or(u) 4 0%r(u) or(u)
2 | dujouy  Juy oujou  Jduy
0%r(u) or(u)

- oujouy  Juy (226)

Summarizing, we have got

; or(u) or(u)

0’r(u) or(u)
—1! _

aujauk. Oy

Since

or(u) .
{ 5 forj e {0,1,2,3}},

]
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is a basis for R*, we may infer that
O%r(w) _ oy dr(u)
e =T Ko , Vj,ke€{0,1,2,3}, Vu e Q.
The proof is complete.
O
37.1. The energy term related to curvature variation
We define such an energy term, denoted by Eq, as
1 ; ad or(u) d or(u)
- = jkolp 2 e 2L /—
Eq(91) 2 /Qg J ou; (¢ duly ) oy (4) oty g du,
where du = duyduyduzdug.
Here ¢ : 3 — Cis a complex wave function representing the scalar density field.
Now observe that
9 ([ or(w)\ 9 [ , dr(u)
Ju; ¢ ouy ou; ¢ duy
_ [ 9¢ or(u) 0’r(u) (99" 0r(u) . 0%r(u)
— \ Qu; duy au]-auk ou; Oup Ou;duy
_ 99097 2 ’r(u)  Pr(u)
du; au ou;jouy  dujduyp
9¢* 9%r(u) or(u)
4)8141 oujouy  duyp
. 0¢ Pr(u) 9r(u)
" ou; aulau,, ouy
9¢ 9¢* 2
= du; ou; Skp + 11T, gmo
L T}, g (227)

From such results, we may infer that

1 i« 0 0¢*
Eq(¢p,r) = E/()g]kiiJjgdu

au]- auk
1 .
+7/ g P T T, grs 91 /—g du
ik
/g r! ( P+ Bul> /g du. (228)

38. A note on the definition of Temperature

The main results in this section may be found in similar form in the book [16], page 261.
Consider a system with N = Z]N:Ol N; and suppose each set of N; particles has a set of C; possible

states.
Therefore, the number of states of such Nj particles is given by
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where we have considered simple permutations as equivalent states.
Define

S] = ln(AF]-),

and define the system entropy, denoted by S, as

where A > 0 is a normalizing constant.

Thus,
Ny cHN
s—AZm<(I\’]), )

j=1

so that

No
S=A (Z (NjIn(Cj) — ln(Nj!))> :

j=1

If N is large enough, we have the following approximation
In particular for C; = 1, Vj € {1,---, Np} we obtain

No No
S=A (Z 5]‘) A (Z Nj ln(Nf)> /
j=1 =

J

At this point we define the following local density Nj where

. 2
S - BEDE

9, )]>

where

No
()P =Y 19j(x, 1) %
j=1

Here, ¢; : ) — C denotes the wave function of the particles corresponding to the system part N;.
The final definition of Entropy is given by

No
S(x,t)=A (Zi Sj(x,t)>
j=

where

S]-(x, t) —Nj(x,t) ln(Nj(x,t))

i)l (2, 1)
= P Nin < o) (229)

Here we highlight the position field for each particle system part N; is given by

ti(x,t) = x+1i(x, 1),
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where 1; is related to the internal energy, that is, related to the atomic/electronic vibrational motion
linked with the concept of temperature, as specified in the next lines.
The total kinetics energy is given by

1 Mo ori(x,t) ori(x,t)
E(x,t)=—2) m ,|4>‘(x,t)|2 ] il .
2]; Pil™ ot ot

At this point, we define the scalar field of temperature, denoted by T (x, t), such as symbolically

s 1
0E  T(x,t)
More specifically, we define
No %
T(x,t) = TS]’
=1 9¢;

so that

1 NO ) E)r]-(x,t) ar]-(x,t)
e L e

T(x,t) =
o A% n 9PN +1
o2 o[>

38.1. A note on basic Thermodynamics

Consider a solid Q) C R3 where such a Q) is an open, bounded and connected set with a regular
(Lipschitzian) boundary denoted by 0().

Denoting by [0, T] a time interval, consider a particle system where the field of displacements is
given by

ti(x,t) = r(x,t) +u(x,t) + (13);(x,t),

where r : Q) x [0,T] — R is a macroscopic displacement field, u : Q) x [0,T] — R is the elastic
displacement field and (r3); : Q x [0, T] — R denotes the displacement field related to the atomic and
electronic vibration motion concerning the concept of temperature, as specified in the previous section.
In particular for the case in which
r(x, f) =x,

we define the heat functional, denoted by W, as

1T ou(x,t) du(x,t)
W = 5/0 /Qp(x,t) 5 o dx dt

T
—/ /F'udxdt
0 JO

1 /T
+§/0 /Q Hijkleij(u)ekl(u) dx dt

1M T ,0(r3)(x, 1) A(x3);(x, 1)
+2]§/0 /Qmpjlsbj(x,t)l o g dxdt, (230)

where

No
o(x,8) =Y my |9j(x, 1)
=1
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is the point wise total density,
1 /T
2 /o /Q Hjjeij(u)ey (u) dx dt

is a standard elastic inner energy for small displacements u, F(x, t) is the resulting field of external
forces acting point wise on (), and for the term

1Y T ,0(r3);(x, 1) 9(r3);(x,t)
221/0 [ ooy e )PEE T SRS axar

we are refereing to the definitions and notations of the previous section.
At this point we denote

1M T ,0(r3)(x, 1) A(13)j(x, 1)

and

1T du(x,t) du(x,t)
Er = 5/0 /Qp(x,t) ST dx dt

ot
T
—/ /F u dx dt
0 O

1 /T
+§ A /Q Hi]'kleij (u)eg(u) dx dt. (231)
Hence W = Et + E;;, and from the previous section we may generically denote
0 Eiy =TS,

Therefore
OW = SEr + 0E;;, = 6ET + T 4S.

For a standard reversible process we must have § Er = 0.
so that
O0W =TéS.

For a general case in which other types of internal energy (such as E; indicated in the previous
sections and even E;;,) are partially and irreversibly converted into a ET type of energy, in which

dEr #0,

we may have
0 W < TéS.

Remark 38.1. Indeed, in general the vibrational motion related to E;, is of relativistic nature so that in fact we
would need to consider

1 T 2 |, Om)i(x,t) 9(r3);(x,t)
Ezn_z];/o /()mpj0|¢](x,t)| \/c - —gj dx dt.

39. A formal proof of Castigliano Theorem

In this section we present the mathematical formalism of a result in elasticity theory known as the
Castigliano’s Theorem.
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Let QO C R3 be an open, bounded and connected set with a regular (Lipischitzian) boundary
denoted by Q).
In a context of linear elasticity, consider the functional | : V' — R where

](u) = Ejp — uzrfz Zu 1]/

u = (uy,uz,u3) € Wy (GR3) =V, f = (f1, fo, f5) € LA((GR?), Y = Y* = [2((;R?), and
PjeR, vie{1,2,3}, je{1,--- ,N}

for some N € N.
Here we have denoted

1
Ein =5 /()Hijkleij(u)ekl(u) dx,

aul du;

Moreover H;jy is a fourth order positive definite and constant tensor.
Observe that the variation of | in u; give us the following Euler-Lagrange equation

— (Hijiex (1)) ; Z 5(xj) =0, in Q. (232)

Symbolically such a system stands for

9] (u)
aui

=0,Vi € {1,2,3},

so that N
O(Ein — (ui fi) 12 — Ljtq ui(x)) Pyj)
aui
We denote u € V solution of (232) by u = u(f, P), so that multiplying the concerning extremal
equation by u; and integrating by parts, we get

=0, Vie{1,2,3}. (233)

Hy(u(f,P), f,P) = 2Ein(u(f,P)) = (ui(f, P), fi) 12 Zu xj, f, P)Pj

= 0,Vfey* PeRN (234)
Therefore .
7p; (i(u(f )., P)) =
so that
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that is
dE;, n I(Ein — (ui, fi)12 — Zjlil ui(x;)Pij) duy
dpi]' auk ! aPZ-]- 2
) N
~3P. (ui, fi)p2 + Z ui(x;)P;
ij j=1
= 0. (235)
From this and (232) we obtain
dE;, B
dpl] ul(x]) - Or
so that
_dE;, 4 (1
) = ot = g5 (5 [, HwestalF, Petut s P) ),
Vie {1,2,3},Vje{1,---,N}.
With such results in mind, we have proven the following theorem.
Theorem 39.1 (Castigliano). Considering the notations and definitions in this section, we have
dE; d (1
) = 5t = a5 (3, HowestwlF Peututf, P) ),
Vie {1,2,3},Vje{1,---,N}.
39.1. A generalization of Castigliano theorem
In this subsection we present a more general version of the Castigliano theorem.
Considering the context of last section, we recall that
N
Hi(u(f,P),f,P) = 2Ei(u(f,P)) = (ui(f,P), fi)12 — Y ui(xj, f, P)P;
j=1
= 0, VfeYs PecR¥W, (236)
Therefore, for x; € Q) such that
xp #x;, Vje{l,---,N},
we have p
(7 (Hr,2),£,P),600)) =0,
dfl LZ
so that
d
2{ 7= (Ein(u(f, P))), 6(xx)
d 1 L2
d N
“\ a7 (ui(f,P), fi)r2 + Y ui(xj, f,p)Pij) 12 | 6 (xk)
j=1 2

_— (237)


https://doi.org/10.20944/preprints202302.0051.v54

Preprints.org (Wwww.preprints.org) | NOT PEER-REVIEWED | Posted: 2 February 2024 doi:10.20944/preprints202302.0051.v54

169 of 186
that is
d
(77 Bl ), 0(0) )
d N du
i <duk (Ei"(”(f’P)) —{wilf,P), fidi2 — Z%ui(xj,f,P)Pij> TS )>
= 2
9 N g
"\ of <ui(f/P)/fi>L2 - Z ”i(xj/f,P)Pi]‘ ,5x(xk)
of; = i
=0 (238)

From such results, we may obtain

(77 Enlu(F, D) 00) ) = (1), 85012 = O

so that

thatis

() = (7 (a7, P)) 005))

Vi€ {1,2,3}, Vx; € Qsuch that x; # xj, Vj € {1,--- ,N}.
With such results in mind, we have proven the following theorem.

Theorem 39.2 (The Generalized Castigliano Theorem). Considering the notations and definitions in this
section, we have

w(se) = (7 Enu(P),0(x))
Vi€ {1,2,3}, Vxx € Qsuch that x; # xj, Vj € {1,--- ,N}.

39.2. The virtual work principle

Considering the definitions, results and statements of the previous section and subsection, we
may easily prove the following theorem.

Theorem 39.3 (The virtual work principle). Let x; € Q) such that x; # x;,Vj € {1,--- ,N}.
For a virtual constant load Py, € R on x; at the direction of uy(x;), define now J : V.— R where
N
J(u) = Ein — (ui, fi) 2 — Y, ui(x) Pyj — Pyeuage(x7).

j=1

Under such hypotheses,

d Ein(u(f, P, Pi))
uk(xl):( Py lk >Plk K

Yk € {1,2,3}, Vx; € Q) such that x; # xj, Vj € {1,---,N}.

Proof. The proof is exactly the same as in the Castigliano Theorem in the previous section except by
setting the virtual load P = 0 in the end of this calculation and will not be repeated. O
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40. A convex dual formulation for an originally non-convex primal dual one

In this section we develop a convex dual variational formulation suitable for an originally
non-convex primal dual one.

Let QO C R3 be an open bounded and connected set with a regular (Lipschitzian) boundary
denoted by 0().

Consider the functional | : V — R where

J(u) = %/()Vu-Vudx+%/Q(u2—,B)2dx
— (1, f) 2, (239)

where & > 0,8 > 0,7 >0,V = W,*(Q) and Y = Y* = [2(Q).
Define the functionals F; : VX Y* X Y* 5 R, KL : VX Y*xY* 5> Rand F3: VxY*xY*" - R

by

* % 1 * * K 2 K *\2 2

Fi(u,v3,v5) = 5 /Q vl + 2v5u + Ut E(UO) dx,
2
B (u,v},08) = %/Q (vf +9V2u + §u2 + g(vg)Z +f) dx,
and , )
® ok o * 2

F5(u,v3,v5) = 5 /Q (Uo a(u ,8)) dx,

respectively.

Definealso J; : V x Y* x Y* — Rby

Ju (1,01, 05) = By (1,07, 05) + Fa(1, 05, 05) + Fa (1,0}, 05).

Observe that
Ji(u,v1,05) = F(u,01,05) + F2(u,01,0p) + F3(u, 01, v5)

= —(01,03)12 — (00, V)2 — (u,05) 12 + Fi (1,07, 0p)
—(v1,v5) 12 — (v5,v7) 12 — (w,vg) 12 + Fa(u, 07, vp)
—(00,09) 12 — (u,v1g) 12 + F3(u, 07, 0p)
+(v1,v3) 12 + (05, 03) 12 + (1, 05) 2
+(01, V) 12 + (v, 07) 12 + (u,vg) 2
(v0,09) 12 + (u,v7p) 2

2 e By 1008 = (i) — {0k 4 Fa( o i)
gy (01000 (06,951 12 = G081+ P07, )
Ty (0085112 = i) 2+ P 20)

gy 101080+ (0025012 + G031

+(v1,v6) 12 + (09, 07) 12 + (1, 08) 2
(00, v9) 12 + (u,v1g) 12}

> —F(v3,v}3,v5) — F5 (vg,v7,05) — F3 (vg,v3), Vo' € A* N B, (240)

where

A" =ATNA;NA;,
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A; = {v* = (v3,9}, 0%, 05,05, 05,05, 0%) € [Y*]® : vf+0v;=0,inQ},
As={o* e [Y*]® : v +05+05=0,inQ},
Ay ={v" € [Y*]® : v} +0}+0},=0,inQ},
B*={v* c [Y']® : v} >¢ v} >¢ v5 < —¢ inQ}
for an appropriate real constant 0 < ¢ < 1.
Moreover, for v* € B*, we have
F (04,%4,23)
= sup {(o1,03) 12 + (v5,v4) 12 + (u,05) 12 — Fi(w,01,v5) }
(u,07,05) €V XY*xY*
L[ (KR ),
0 2(—4+ K2}
1
+> /Q (03)? dx, (241)
Fs (0%, v7,9%)
= sup {(01,06) 12 + (v5,v7) 12 + (u,08) 12 — Fa(u,07,v5) }
(u,07,05) EVXY*xY*
/ (—yV208)2 4 (05)% + 2(—yV20})v§ + (v5)?
= dx
Q 2Ky
1
—l—f/ U*zdx—/ vg dx 242
> Q( 6) Qf 6 (242)
F5 (v5, v1p)
= sup  {(vp,09) 12 + (u,030)12 — F3(,01,v9)}
(u,05)EVXY*
(v1)° 1 2
= —/dex—/ﬂ(txﬁv;)deri/ﬂ(v;) dx. (243)

Here we define J* : [Y*]® — R by
J' (@) = =K (v3,03,05) — 5 (05,07, 05) — F5 (09, v79)-
It is worth highlighting we have got

inf J1(u,0f,08) > sup J*(0%).
(u,03,08) EVXY* X Y* (w01, 95) z;*eA*I?WB* ©)

Finally, we also emphasize that J* is convex (in fact concave) in the convex set A* N B* so that we
have obtained a convex dual formulation for an originally non-convex primal dual one.

41. A convex dual variational formulation for a Burger’s type equation

LetQ =[0,1] C R.
Consider the Burger’s type equation

{ Viyy — U Uy =0, in(), (244)

u(0) =1, u(1) = 0.
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Here v > 0 is a real constant.
Define the Galerkin type functional | : V — R where

J(u) = %/Q(vuxx —u ux)2 dx,

and
V={uecW2Q) : u(0) =1, and u(1) = 0}.

Denoting Y = Y* = [?(Q), define F; : V x Y* - Rand F, : V x Y* — R by
1
Fi(u,v)) = 5 / (Vixy — 1 Uy + 0] + Ku? + I<u§)2 dx,
0

and ,
F(u,vy) = E/ (vF + Ku® + Ku2)? dx,
Q

respectively. Here K > 0 is an appropriate large real constant.
Definealso J; : V x Y* — R by

J1(u,07) = Fi(u,07) + F2(u,07),
Observe that
Ji(u,v7) = Fi(u,07)+ F(u,07)
{0} vk, 9) 12 — (1,05 12 — (43, 0312 + Fy (1,0)
—(07,07)12 — (4, 05) 12 — (U, V) 12 + F2(u,07)
+ (V] 4+ Vityy, 3 ) 12 + (U, 05) 12 + {1y, 03) 12
(v

01,07)12 + (1, 05) 12 + (Ux, Ug) 12

Y

inf  {—(01,03) 2 — (v2,03) 12 — (v3,03) 12 + Fi(v1,02,03) |
(v1,02,03)€[Y]?

+ inf {—(v1,07) 12 = (v2,95) 12 — (v3,05) 12 + Fa(v1,02,03) }
(v1,v2,03)€[Y]3

FnE (0 Vit 032+ (i, 03) 2+ (i, 03) 0
(u07)EVXY*

+(01,07) 12 + (,05) 12 + (ux, Vg ) 12}
= —F(0,03,93) — F5 (07,3, 0)
v(v)x(0)up(0),V(u,v7) € VxY*, Yo' € A*N B, (245)

+

where
A" ={v* = (v},v3,03,05,05,07) € [Y*]6 s v(v))xx + 05 — (03)x =0, inQ},

B* ={v* ¢ [Y*]6 03 >0,07>0,03+0; =0, inQand v;(0) =v;(1) =0}.
Moreover, denoting

- 1
Fi(v1,0p,03) = 5 /Q(vl — VU3 + Kv% + Kv%)2 dx,

and .
Fi(v1,v0,03) = > /Q(vl + Kv3 + Kv3)? dx,
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for v* € B*, we have
F{ (v}, 03,03)
= sup {{v1,03) 12 + (v2,03) 12 + (v3,03) 12 — Fi(v1,0p,03) }
(U],UQ,U3)€[Y]3
1 (20303 +2K((03)* + (v3)?)) 1 2
- dx + = / 2 dx, 2
20K 1) /Q o XH 3 Jola) dx (246)
F; (v7,v5,v5)
= sup  {(01,07) 12 + (v2,v5) 12 + (03, 08) 12 — F2(v1,02,03) }
(01,02,03)€[Y]3
_ 1 () 1o @2 1 .o
= Ko o dx+ﬁ - dx—l—i/ﬂ(w) dx. (247)
Here we define J* : [Y*]® — R by
J*(v*) = —F (v}, v3,95) — F5 (v3,05,05) + v(v])x(0)uo(0).

It is worth highlighting we have got

inf  Ji(u,0v)) > sup J'(v").
(u,07)EVXY* o*EA*NB*

Finally, we also emphasize that J* is convex (in fact concave) in the convex set A* N B* so that we
have obtained a convex dual formulation for an originally non-convex primal dual one.
Remark 41.1. The conditions which define B* must be replaced by those concerning the reqularized set

Bf ={v* € [Y*]° : v} >¢ vs >¢ v} + 05 =3¢ in Qand v} (0) = vj(1) = ¢}

for an appropriate real constant 0 < & < 1. Therefore, through B}, we may define an approximate dual
formulation so that will be particularly interested in the system behaviour as

e—0T.

42. A convex dual variational formulation for an approximate Navier-Stokes system

Let O C R? be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by o) = S.
Consider the approximate incompressible and time independent Navier-Stokes system, where

szu—uux—vuy—Px:O,
szv—uvx—vvy—Py:O,
V2P+u§+vﬁ+2uyvx =0, in Q),
u=uy v=uvy, P=P, ond() = S.

(248)

Here v > 0 is a real constant. Moreover, n denotes the outward normal field to Q) = S.
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Define the Galerkin type functional | : V — R, where
J(u,0,P) = % /Q(vvzu — U Uy =V Uy — Py)? dx
+% /Q(I/VZZ) —u vy —vvy,— Py)? dx
+% /Q (V2P + 12 + 02 + 2u,0,)2 dx, (249)

and
V={u=(u,0,P) € W2,;R? : u=uy, v=10vyand P = PyondQ}.

Denoting Y = Y* = [?(Q), define F; : VXY* = R K :VxY" - R F:VxY' — R,
F:VxY" 2R FE:VxY" -Rand F: V xY* = Rby

Fi(u,v5y) = 2/ (vV?u — u ux — 0 uy — Py + Ku® + Ku3 + Ko? +Ku +v%y)? dx,

Fy(u,vgy) = 2/ szv—uvx—va Py+Ku +KU + Kv? -l-KU +er) dx,
1

F3(u,v7) = E/Q(VVZP—i—ui—i—v;—l—Zuyvx—i-Kui —i—Kvi—i—KUi—l—Ku;—Fv%)z dx,
Fy(u,vdy) = 2/ (Ku? + Ku? + Ko? +Ku + v5y)? dx,

F5(u,vgp) = 5 /Q(Ku2 + Kv? + Ko? + Kvi + 020)2 dx,

and
Fs(u,vyp) /(Ku +I<v + Ko? +Ku + v3)% dx,

respectively. Here K > 0 is an appropriate large real constant.
Define also J; : V x [Y*]*> — R by

J1(w, 050,980, v70) = Fi(u,v5) + F2(u, vg)
+F3(u,v7) + Fs(u, v5)
+Fs(u,v5) + Fs(u, v7). (250)
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Observe that

J1(w, 050,050, v70) = Fi(w,v50) + F2(u,v50)
+F3(u,v79) + Fa(u, v59)
+F5(u,vg9) + Fo (u, 070)
= —(vd) +vVu — Py, 0}) 2 — (u,03) 12 — (1, 03) 12
0,v3) 12 — (uy, v5) 2 + Fi(u,050)
o + V0 = Py, 0g) 12 — (,05) 12 — (0x,08) 12
0,09) 12 — (vy, 07p) 12 + F2(u, v50)
5o + V2P, 05y )12 — (i, 03) 12 — (0, 033) 2
Ux, 01g) 12 — (iy, 015) 12 + F3(w,07)
V50, Vi) 12 — (U, Viz) 2 — (U, Vig) 12
0,v79) 12 — (ty, Vo) 12 + Fa(u, v59)
V60, V31) 12 — (U, U2) 12 — (U, U23) 2
s Ua4) 12 — (vy, 035) 12 + Fs (w1, v50)

o

070, V36) 12 — (U, V37) 12 — (vy, U3g) 12
Ux, V39) 12 — <”yr v30)12 + Fe(u, v5p)

—(
—(vs
—(
—{
—(
—(v5
—(
—{
—(
—(
—(
(00 + vV — Py, 03 12 + (u,05) 12 + (uy, 03) 2
(
(
(
(
(
(
(
(
(
(
(

+

+(0,v3) 12 + (uy, v5) 12

+(vgo +vV?0 = Py, 08) 12 + (1,05) 12 + (02, 05) 12
0,09) 12 + (vy, 07p) 12

50 + V2P, 05y )12 — (utx, 03) 12 — (03, 033) 12
Ox, Vi) 12 + (Uy, U15) 12

50, V) 2 + (U, Vi7) 2 + (U, Vig) 2

0,v19) 12 + (uty, V30) 2

Vg0, V1) 12 + (1, 05) 12 + (0x, U33) 12

0,034) 12 + vy, U35) 12

070, V) 12 + (U, Va7) 12 + (Vy, Udg) 2

0x, V9) 12 + (U, V30) 2- (251)

+

_|_

+ + + + +

+
_|._
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From such a result, we obtain
J1(u, 03, v50, v79)
> inf (01,00 — (2,03 — (03,032
(v, v5)€[Y]5
—(v4,03) 12 — (v5,03) 12 + Fi(01,- -+ ,v5)}
inf  {—(ve,v5) 12 — (v7,07) 12 — (08, 08) 2
(06, v10)€[Y]®
—(v9,03) 12 — (010, V1g) 12 + Fa(v6, - - -, 010)}
in {=(v11,071) 12 — (v12, 012) 12 — (v13, 013) 12
(011, v15) €[Y]?
—(014,v14) 12 — (015, V15) 12 + F3(011, - -, v15) }
in {—(v16,vi6) 12 — (v17,017) 12 — (v18, Vig) 12
(016, v20) €[Y]?
—(019,v19) 12 — (020,v39) 12 + Fa(v16, - - ,v20) }
(021,--311;1;)6[)(]5{_(021,v§1>L2 — (022, 032) 12 — (v23,V23) 2
—(024,934) 12 — (025,035) 12 + F5(v21, -+, v25) }
i {— (26, v36) 12 = (v27,037) 12 — (v28, U38) 12
(v26,+ v30) €[Y]?
—(029,v39) 12 — (030, v30) 12 + Fe(v26, -+, v30) }
+ inf {(vky + vV — Py, v}) 2 + (1, 05) 12 + (12, 03) 12
(w,030,080,079) €V X [Y]?
+(v,vg) 2 + (uy, v5) ;2
— {0ty +vV20 — Py, vg) 2+ (u,05) 12 4 (vx, v8) 12
+(v,v5) 12 + (vy, 07p) 12
+(v50 + V2P, vl )2 + (t4x, 03) 12 + (0, 073) 12
+(0x, vi4) 12 + (y, 015) 2
+(v50,076) 12 + (1, 017) 12 + (U, 01g) 12
+(v, 079) 12 + (uy, 030) 12
+(060, V31) 2 + (U, V3) 12 + (0, U33) 12
+(0,034) 12 + (vy, 035) 12
+(070, V26) 12 + (Ux, Va7) 12 + (0y, V3g) 12
+(vx, 039) 2 + {1y, 030) 2}
= —F(v], - ,05) = F(vg, -, 05p) — B (011, -+, vi5)
—F{ (vig, -+, 050) — B (031, -+, 035) — Fg (v36, -+, 050)
+v /BQ ug(Voi -n) dS + 1//aQ vo(Vog -n) dS + /an Py(Vvi;-n)dS, (252)

if v* = (vj,---,05) € A" NB*, where A* = A} N A; N A3,

A} = {o* e VP vV + 05 — (v5)x — (03),
v7 — (v12)x — (V14)y + 017
—(vig)x — (v30)y — V3 — (v39)y =0, in A}, (253)
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* * *130 .k 2% (%) %
Ay = {o" e [Y']” : vp+vViug — (vg)x — 15
—(vi0)y — (v15)x + V19 — (023)x
+034 — (v35)y — (v28)y — (v39)x = 0, in Q}, (254)
Ay = {0 e Y1 (v])x+ (08)y + Vi =0, inQ}, (255)
B* = {v'e [Y*]30 1 0]+ 0]y =0, vg +v5 =0, v]; +05 =0,
v] >0, 95 >0, vj; >0,
vl >0, v37 >0, v3g >0, in O,
v} =vg =07, =0, on 0O} (256)

Moreover, denoting

- 1
Fi(oy,--- ,0s) = 5 /Q(vl — 0yv3 — 0405 + K0} + Ko} + Kof + Ko?)? dx,

- 1
B(vs, - ,v10) = 2 /0(06 — UyUg — U9U1 + Kv% + Kv§ + Kv% + KU%O)Z dx,

- 1
F3 (011, s, 015) = E /Q(Ull + U%Z + U%g + 20147]15 + KU%Z + KU%::, + KU%4 + KU%S)Z dx,

- 1
Fy(v16,- -+ ,v20) = 5 /0(016 + Koi; + Kuig + Kvjg + Kvgy)? dx,
- 1
F5(va1,- -+ ,v25) = 2 /Q(Uzl + Kv3, + Kvgs + Kuj, + Kvgs)® dx,

- 1
Fo(va6, -+ ,v30) = 5 /0(7726 + Kuvs, + Kudg + Kvdg + Kvgy)? dx,

we have

F (v, ,035)
= sup  {(v1,01)12 + (02,03) 2 + (03,03) 2
(v1,++ v5)€[Y]5
(v4,93) 12 + (v5,05) 12 — F1(v1, -+, 05)}
1 20505 + 2050% + 2K((05)% + (05)? + (v])% + (0%)?)
2(4K2 1) /Q ¥

Y1
1 *\2
+3 [ @2 dx @7

dx
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5 (vg, -+, v1p)
= sup {(vs,v5) 12 + (v7,07) 12 + (v8,8) 12
(-06/"'f7110)€[y]5
(v9,v5) 12 + (v10,V10) 12 — 15“2(06, e, 010) )
B 1 / 20508 + 20505, + 21(((0?)2 + (v§)2 + (03)2 + (0{0)2) "
- 2(4K2-1) Jo v}
1
+5 /Q (05)? dx (258)
F?T(Uflf' “,U]s5)
= sup {(v11,011) 12 + (v12, 07) 12 + (V13,013) 12
(v11,+ v15) €[Y]S
<Ul4/ UT4>L2 + <Ul5/ UTS>L2 - F3<'011, e ,U]5>}
_ 1 / (—1+K)((v5,)? + (v53)%) + K(v54)? — 205,035 4+ K(v5)? dx
 4(K2-1) Ja v},
1
+5 /Q (%)) dx+ (259)
FI(UT@' “,U30)
= sup {(v16,016) 12 + (017, 17) 12 + (v18, Vg) 12
(-016/' o /UZO)E [Y]S
(Ul9/ UT9>L2 + <020/ Z);0>L2 - ?2(015/ e 1020)}
_ 1 / ((v3)* + (v1)* + (©59)? + (050))
4K Jo 01‘6
1
+5 /Q(vi‘é)z dx, (260)
ﬁs*(vﬁv‘ “,U35)
= sup  {(va1,031)12 + (v22,05p) 12 + (023, V33) 12
(021, v25)E[Y]?
(v24,054) 12 + (025, 035) 12 — F5 (021, - -+, v25) }
_ i/ ((v3)* + (033)* + (v34)* + (v35)%) dx
4K Jo vjl
41 / (v%)? dx (261)
2 Q 21 4

ﬁék(v%r“' ,V30)

= sup  {(v26,036) 12 + (V27,V37) 12 + (V28, V3g) 12
(026, v30) €[Y]®

(v29,v39) 12 + (v30,030) 12 — F6 (025, -+, v30) }
_ i/ ((v37) + (035)* + (v39)* + (v39)%) dx
4K Jo U3

Lf s
+5 [ (@30)? dx. (262)
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Here we define J* : [Y*]* — R by

(") = —F (v, ,05) = F (v, ,v5p) — F5 (071, - ,vi5)
—FI(UT(,/' "+, 03) —Fg(vélz' "+, 035) —Fé*(?’;s/‘ "+, 030)

Voin)ds+v [ oo(Vogm)dS+ [ Ry(Vein)ds, (263
—H//aQuo( vi-n)dS+v ano( ve -n) dS + o 0(Vvi; -n) (263)
It is worth highlighting we have got

inf J1(u, 050,00, v79) = sup J*(0%).
(u,’U;O,Uzo,’U;O)EVX [YP v*€ A*NB*
Finally, we also emphasize that J* is convex (in fact concave) in the convex set A* N B* so that we
have obtained a convex dual formulation for an originally non-convex primal dual one.

Remark 42.1. Here we highlight the conditions which define B* must be appropriately reqularized through a
small parameter
0<ex,

similarly as we have done in the previous section.

43. A D.C. type dual variational formulation for a Burger’s type equation

In this section we shall write a primal Galerkin type variational formulation for a Burger’s type
equation as a difference of two convex functionals (the so called D.C. approach) and establish a related
convex dual variational formulation.

LetQ =101 CR.

Consider the Burger’s type equation

Viyy —u iy =0, inQ),
{ u(0) =1, u(1) = 0. (264)

Here v > 0 is a real constant.
Define a Galerkin type functional | : V — R, where

J(u) = %/Q(vuxx —uuy)? dx,

and
V={ueW?Q) : u0)=1, and u(1) = 0}.
Denoting Y = Y* = L%(Q), define F;, F, : V x Y* — Rand F3,F; : V — Rby
x 1 x 2 2\2 Ky 2
F1(u,1)50):5/(vuxx—uux+v50+1<u + Kuy)” dx + — > / dx+—/ u2 dx,
0
* 1 x 2 2\2 Ko
Fz(u,vso):é/(z;50+l<u + Ku%)” dx + — 5 / dx+—/ u dx,
0
R =5 [ v+ B[k
and

u):%/u dx+—/u dx,

respectively.
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Here K, K; > 0 are appropriate large real constants such that
Ki > K.

Definealso J; : V x Y* — R by

J1(u,050) = Fi(u,v50) + F2(u,v50) — F3(u) — Fa(u),

Observe that

inf J1(u,v%)) =0,
(u,v5,)EVXY* ( 50)

so that, denoting

- 1
F1(7J1,02,U3) = 5/(1(01—0203—1-1(0%4-[(0%)2 dx+—/ 02 dx—i——/ U3 dx,

E>(vg,v5,06) = 2/ (v + Kvg + Kov2)? dx—l——/ v4) dx—i——/ v5)? dx,

- K K
Brzzm) =5 [ @+ 3 [ @)

we have

0<i(u,v5) = HF(u,05)+ F2(u,05) — F3(u) — F(u)
= - uIZT'>L — (ux, 23) 12 + Fi (1, v50)
”x/ZDLZ +F2(” v50)
u)
u)
1, 50)
1, 50)

+ sup {(z1,2])p2 + (22,25) 2 — F3(z1,22) }
(z1.22)€Y

sup {(z3,23)12 + (24,21) 12 — ﬁ4(z3,Z4)}
(Z3,Z4)€Y

= —{z )2 — (U 23) 12 + Fi (1, 05)
—(u,23) 12 = (1, 23) 12 + Fa(u, 050)
+E(21,25) + Ef (z5,23), Yu eV, (z,---,2;) € [V~ (265)

Uyx,2y

—{
+ (ux,22) 12

12+ (ux, z3) 12 P4
— (ux,23)

IN
|

Ux,Z5)12 +F

/\/\/-\/-\

—(u,z3) 2 — (ux,z3) 12 + B2

From such results, similarly as obtained in [5], we may infer that
0= inf u,vs
(u,vgo)GVth( 50)

inf  {—(u,z7,) 12 — (ux,23) 12 + Fi (1, 05)
(u,v8,)EVXY

—(u,z3) 12 — (ux, 23) 2 + Fa(u,050) }
+E5(23,25) + Ff(23,23), V25 = (z5,- -+ ,z}) € [Y*]4. (266)

IA
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On the other hand, observe that
—(u, 27, )12 — (ux, 23) 2
—(vitxx + 050,07 ) 2 — (4, 03) 12 — (Ux, 03) 12 + F1 (4, 05))
—(u,z3) 12 — (Ux, 21) 12
— (050, V) 12 — (4, V3) 12 — (U, U5) 12 + F2 (1, 050)
+(Vitxx + U509, 07 ) 12 + (U, 03) 2 + (Ux, 03) 2
+(v50, V) 12 + (4,01 ) 2 + (U, U5) 12
> inf —{1y,z —(v3,z
>t ({05
—(v1,07) 12 — (02,03) 12 — (v3,03) 2 + Fi(v1,02,03) }
+ inf — (V4,2 —{vs, 2,
R (o E) e (o 2
_<v6r Ug) 2 — (va,03) 12 — (U5,05) 12 + Fy(v4,v5,06) }
inf  {(vixx + 050, v7) 2 + (0, 03) 12 + (U, 03) 12
(u vi))EV XY
+(v50,vg) 12 + (4, 01) 12 + (Ux, U5) 2}
= —F(v],05,03,21,25) — F5 (0], 03, 0§, 23, 23) — v(07)x(0)u(0), (267)
if v* = (v3,---,v;) € A* N B*, where
A* = AT N A3,
A7 ={v" € [Y*]° ¢ v(0])ax + 05 — (03)x + 0} — (03)y =0, inQ},
={v* € [Y*]® : v; +vi =0, v} >0, v; >0, inQ},
and
B* = {v* € [Y*]® : v} (0) = vi(1) = 0}.
At this point we recall that
Fi (v7,v3,93,21,23)
= sup {{v2,2]) 12 + (v3,25) 12
(01,02,03)€[Y]?
+(01,97) 2 + (02, 93) 12 + (v3,05) 12 — F1 (01,02, 03) }
Ky [ (v5+z])%+ (v5+25)2
= — dx
2 Ja (2Kvj +K7)? — (v])?
+/ (01)?((v3 4+ 27)(v5 + 2z3) + K(v3 4+ 27)? + K(v3 + 23)?) "
(2Kvt + Kq)? — (v5)?
1 2
+5 /Q (0})? dx, (268)

F; (v},03,0¢,23,24)
= sup  {(vs,23)2 + (v5,23) 12
(04,05,06)€[Y]3
+(ve, Vg2 + (04, v3) 12 + (s, 08) 12 — Fa(vs,05,06) }

(v +25)* + (0% +2;)? 1/ 2
— 2 2
2/ Brake g [ (269)
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E(z1,25) = sup  {{z1,20)p2 + (z1,70)12 — B3(21,22) }
(z1,22) €[Y]?
= L/(z*)2 dx+L (z*)2 dx (270)
2K1 O 1 2K1 0O 2 ’
and
Fy(z3,23) = sup  {(23,23)12 + (24,24) 12 — Fu(z3,24)}
(Z3,Z4)E[Y]2
- @ dx + — [ )2 dx @71)
T 2K Ja'? 2Ky Ja'\ 4 :

Moreover, for Ky > 0 sufficiently large, up to a restriction for the dual variables related to a ball of
radius proportional to Kj, from the standard results on convex analysis and duality theory, we have

(u,vgglerxY{7<u’ZT’>L2 — (ux,23) 2
—{(Vitxx + 050,07 )12 — (4,03, ) 12 — (ux, 03) 12 + F1 (1, 059)
—(u,z3) 12 — (ux,23) 2
—(v50, V)12 — (1,03, )12 — (Ux, 05) 12 + F2(1,050) }
= sup {—F(v],03,952],23) — F5 (v}, 05,96, 23, 24) — v(07)«(0)u(0)}. (272)
v*€A*NB*

Consequently, from such results and (266) we have got

0= inf , 08
(u,vgglGVth(u 050)

< inf { sup {—F(07,03,05,2,23) - F* (0,08, 05, 35,23) — v(of)x (0)u(0)}
ZeY” (vrearnp
1 (2h3) + F (5,2} 273)

Therefore, defining J* : [Y*]1* — R by

J'(",z") = —F'(v],03,03,2],23) — F*(v},05,05,25,2;) — v(v])x(0)u(0)

+E(21,23) + Fi (%3, 74), (274)
we have got

0= inf Ji(u,v5) < inf sup J*(v%,z") ;.
(u,03))EV XY ze[Y** | preA*nB*
Finally, we also emphasize that J* is concave in v* on the convex set A* N B* and convex in z*, so
that, after the supremum evaluation in v*, we have obtained a final convex dual formulation in z* for
an originally non-convex primal dual one.

44. A convex dual formulation for the rank-one approximation of a non-convex primal one

In this section, we develop a convex dual formulation for an approximate rank-one primal
formulation found in some vectorial phase transition models.

Let O C R3 be an open, bounded and connected set with a regular (Lipschitzian) boundary
denoted by 9Q).

Define a functional | : V — R by
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2
J(u) = %/Q <“z’jkl <gz; —ﬁz’j) <?;:; - ,Bkl>> dx — (u;, fi) 12,

where {a;j; } is a a fourth order constant positive definite and symmetric tensor, {8;;} € R3N, f =
(fu fa f3) € L2(Q;RN) and
V =W, (;RN).

From now and on we denote Y = Y* = L2(Q) and

Yl — Yl* _ [Y]3N+N+3+1.

Definealso F; : Y] = R, K : Y| — Rand F3 : [Y]N*3+1 - Rby

Fl (ZU, 6/17/’050)
1 2 2 2
= 3 /Q (“ijkl(wij — Bij) (wi — Brr) + K|E|* + Kly| +v50) dx, (275)
N 3 K 2
Fy(w, ¢, 1,050) =Y Y 71 /Q (wij — &inj + KIG > + Ky > + 050) dx,
i=1j=1
and X )
_K 2 2
B m,os0) = 5 [ (KI2 +KIgP +os) " dx,
respectively.
Here K, Ky > 0 are real constants such that K1 > K > 1.
Moreover, define
Ji(w,w,&,1,vs0)
= —(Cinj, (v1)ij) 2 + Fi(w, &, 1, vs0)
+F(w, ¢, 1,vs0) + F3(¢, 17, v50)
ou; , ,
+{ = (01)i5 ) — (ui, fi) 2 (276)
ox; 2
Observe that
Ji(u,w,&,1,0s50)
> inf —{&mi, (v7)ii) 2 + Fy(w, &, n,v
2 (c,rz)e[YP*N{ (€imj, (01)ij) 12 + F1(w, &, 17,050)
+F(w, ¢, 1,0s0) + F3(&, 7, 050) }
. ou; ,
+,}2\f/ { <ax]z/ (Ul)ij>L2 - <”i/fi>L2}
= —F507), Voi € Af, (277)
where
Fy(1) = sup  {(Zmj, (v1)ij) 2 — Fi(w,&,1,vs50) — Fa(w, &, 1, 0s50) — F3(&, 17, 0s0) }
(Eme[yPHN
and

At ={v; € Y'PN ¢ (v]);;+ fi=0,Vie{l,--- ,N}, inQ}.
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On the other hand

W
= —(Ginj, (v1)ij) 2 + Fi(w, &, 1, 0s0)
+F(w,&,1,vs0) + F3(&,17,vs50)
= —(&mj, (UT)ij>L2 — (wij, (w7)ij) 2 — (Gi (032)i) 12
— (1, (03);) 12 — (vs0,03) 2 + F1(w, &, 17, 050)
—(wij, (w3)ij) 12 — (Gir (05)i) 2
—(1j, (v6)j) 12 — (vs0,v7) 12 + F2(w, &, 17, 050)
—(Gi, (vg)i) 12 — (1j, (v9)) 2
—(vs0, UlO>L2 + F3(w, ¢, 17,vs0)
(w; l]>L2 + (G, (v2)i) 12
(nj, )2+ (vs0,01) 2
(w; 1]>L2 + (Gi, (05)i) 2
(nj )12 + (vs0,07) 2
(Ci )2 + (1, (93)) 12 + (vs0, V1p) 12 (278)

£ 3

=

~

—~

g

N %
\/v\/\/\/

Thus,

1%
> (wCryirvl5fo)€Y1{_<§ﬂ7jl (Ui)i]’ — <ZUZ‘]‘, (wf)l’])Lz — <€i/ (U;>i>L2
—(nj, (v3)j)12 — (vs0,v3) 12 + Fi(w, &, 1,050) }

f —{w:: N E .
+(w,r;",171,1;}50)eY1{ <w11r(w2)1]>L2 (Cis (03)i) 12

=1, (v6)j)12 — (vs0,07) 12 + F2(w, €, 17, vs0) }
+ inf {=(Gi, (vg)i) 2 — (mj, (v9)) 12

(&m,0s0)€[Y]PHNH
- <050/ Z)1<0> L2 + F3 (wr C! 77/ Z)50)}

+ inf {<wij/ (w7)ij) 12 + (Gi, (03)i) 2
w,¢,1,050) €Y

_|_

(
(n;, (v3); >L2 + (vs0, v3) 12
(wij, (w3)ij) 12 + (Ci (05)i) 2
(nj, (v6);)

<

+ +

1j, (06)j) 12 + (vs0,07) 12
Gir (08)i) 12 + (1), (v9) ) 12 + (vs0, V1g) 12 }
= 1 (wi,07,03.03,03) — 5 (w3, v5,v5,v7) — F5 (v5,05,04),
Y(w*,v*) € A, (279)

_.|_

where w* = (w},w}) € [Y]*N = Y3,

12N+9 _
v* = (v}, 03,03,04,05,0¢,07,05,05,07p) € Y] =5,

A; = {(w*,v*) Yz* X Yék : (w‘T)Ij_’_ (w;)” = 0, Vi € {1[ .. /N}/ v] c {1’2’3}1 IIIQ,
(va)i + (v§)i =0, Vie {1,--- ,N}, inQ,

v + v+ 0], =0, inQ}, (280)

doi:10.20944/preprints202302.0051.v54
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A ={(w",v") € Yy xY5 : 0] € AT},
and
A* = A5 N A;.

Furthermore,

F (w}, v}, 03,03,})
= sup  {(Ginj, (01)ij) 2 + (wij, (w7 )ij) 12 + (Giv (03)i) 12
(wrélq/USO)Eyl
+<i7j, (Ué)jhz + (vs0,01) 2 — F1(w, &, 1,050) }, (281)

F; (wy, 03,05, v7)
= sup  {{(wij, (w3)ij) 12 + (G, (v5)i) 12
(w,gn,050) €Y1
+(11j, (v6)j) 12 + (vs0,v7) 12 — F2(w, ¢, 17, 050) }, (282)

F; (v, 03, 01)
= sup — {{Gi (vg)i)r2 + (1), (v9)j) 12
(Em,o50) €[Y]PHNTL

+(vs0,v19) 12 — F3(&, 71, vs0) }- (283)

Denoting
J*(w*,0%) = —Ff (w], 01, 03,03,03) — 5 (w], 03, 05, v7) — 3 (05,5, 0p),

we have got

i f > i f 7 7 7 7
1}2‘/ ](u) - (u,w,g,ij,lvr;())EVxYl h (u w6 T 050)

> sup J*(w*,v"). (284)
(w*,v*)eA*

Finally, we emphasize [* is a convex (in fact concave) functional.

45. Conclusion

In the first part of this article we have developed a relaxation proposal and duality principles
suitable for a large class of models in physics and engineering.

In a second part we develop duality principles for the quasi-convex envelop of some vectorial
models in the calculus of variations.

We highlight such dual variational formulations established are in general convex (in fact concave).

Finally, in the last sections, we develop mathematical models for some types of chemical reactions,
including the hydrogen nuclear fusion and the water hydrolysis. Among such results, we highlight our
proposal of modeling the Ginzburg-Landau theory in super-conductivity as a two-phase eigenvalue
approach.

Data Availability Statement: Details on the software for numerical results avaialable upon request.
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