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Featured Application: development of immersive infotainment and ANC systems in automotive
industry with Ambisonics audio.

Abstract: A growing interest in microphone arrays technology has been observed in the automotive
industry, e.g. for the development of immersive infotainment systems or Active Noise Control (ANC)
systems. However, the human presence always limits the usage of microphone arrays in driving
conditions at driver seat. The latter being often the most important position of the car cabin, a
wearable microphone array is particularly interesting. In this paper, a wearable helmet microphone
array is presented: it features 32 microphones arranged over the surface of a helmet, which also
integrates a specifically designed Analog-to-Digital (A/D) converter, delivering digital signals over
the Automotive Audio Bus (A?B). Digital signals are collected using a control unit located in the
passenger compartment, that can either deliver digital signals to a personal computer or analog
signals to an external acquisition system, by means of Digital-to-Analog (D/A) converters. A
prototype was built and acoustically characterized to calculate the beamforming matrix required to
convert the recordings (pressure signals) into Ambisonics signals (a spatial audio format). The
proposed solution was compared to the reference spherical microphone array of the last decade,
demonstrating a much better performance in sound source localization at low frequencies, where
ANC systems are mainly effective.

Keywords: Active Noise Control (ANC); Ambisonics; Automotive Audio Bus (A?B); beamforming;
immersive audio; infotainment systems; microphone array; spatial audio; wearable helmet

1. Introduction

Microphone arrays are more and more employed in several fields, from electronic devices for
dereverberation [1,2], speech enhancement [3,4] and speech recognition [5], to industries, for
localizing noise sources [6,7] or machine condition monitoring [8,9], and even civil applications for
structural health monitoring [10,11]. Recently, also the automotive industry has benefited of this
technology, particularly for the development of Active Noise Control (ANC) systems [12], speaker
identification in autonomous vehicles [13], improvement of infotainment systems [14,15] and
enhancement of sound quality in car cabins [16,17].

When designing these systems, the geometry of the array plays a crucial role in determining the
portion of space where it exhibits optimal accuracy, such as a line, a plane, a half-space, or the full
sphere. As a result, microphone arrays having a variety of shapes were observed, such as linear [18],
planar [19], cylindrical [20], despite mostly of them being spherical [21-23], namely Spherical
Microphone Array (SMA). The dimension of the array is another key factor, since the larger the array,
the lower the minimum frequency where beamforming is effective. Therefore, bigger arrays, either
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real or virtual, as in [24], are required for low frequency source localization. This is an important
aspect to consider also in the automotive field when dealing with ANC applications, which are
mostly effective at very low frequency, hence large arrays would be highly desirable.

Another fundamental feature for microphone array design is the number of capsules, as the
closer are the microphones, the higher is the maximum beamforming frequency. As a consequence
of this consideration, we have observed a trend towards the continuous appearance on the market of
systems with an ever-increasing number of capsules. The layout of the capsules over the surface of
the array is at least as important. A heuristic approach was used for planar arrays in [25], while
several mathematical approaches have been developed for SMA, with the aim of optimizing the
spatial sampling over the sphere, as well treated in [26]. In case of equiangular sampling, being O the
desired Ambisonics order, the number N of required microphones is given by (1), while in case of
nearly uniform sampling, is given by (2):

N = 4(0 + 1)? 1)
N=1/2(0 +1)? @)

Other interesting distributions of points are based on regular polyhedrons, such as tetrahedron,
dodecahedron and icosahedron, with N = 4, 20, 12, respectively. The Eigenmike32 [27], widely
recognized as the reference system of the last decade and employed as reference system within the
presented work, features thirty-two capsules arranged in a truncated icosahedron.

When selecting the type of capsule, analog transducers can provide high-quality audio signals,
but they come with some drawbacks, such as cumbersome wiring and susceptibility to noise
interference, especially when long cables are used to connect the capsules to the Analog-to-Digital
(A/D) converters. On the other hand, affordable digital Micro Electro-mechanical Systems (MEMS)
microphones tend to be more resistant to electrical interference, though this often comes at the
expense of lower acoustic performance, such as reduced dynamic range and signal-to-noise ratio.

In this work, a wearable microphone array was developed and built, by using a normal helmet
as frame. Such a solution allows for recording 3D audio signals at driver seat also in driving
conditions, which is a particularly desirable condition for the development of ANC systems on cars.
The dimension of the helmet, which is much larger than any microphone array currently available,
allow for shifting the frequency range of beamforming toward low frequencies, where ANC systems
are mostly effective, i.e. 50 Hz — 400 Hz, as referred in [28]. The nearly uniform sampling theory was
employed to optimize the distribution of the capsules over the surface of the array. A Spherical
Design [29-31] distribution of order seven, hence with 32 points was employed. The proposed
solution features electret capsules connected to a miniaturized A/D converter incorporated in the
helmet. The A/D converter also integrates an A?B transceiver, allowing to deliver digital signals over
an Ethernet cable, thus ensuring immunity to electromagnetic disturbances, always present in a car
cabin.

The paper is arranged as follow: Section II describes the development of the helmet, the
acoustical characterization and the architecture of the electronics; Section III illustrates the main
findings obtained within this work; in Section IV the results are discussed and finally, Section V
summarizes the conclusions.

2. Materials and Methods

2.1. Array Helmet Design

The first step of the development consisted in the choice of the helmet, which must be as
spherical as possible, with a smooth surface without any holes, grids, vents, knobs and protruding
parts to avoid any practical limitation for capsule mounting. This led to the choice of the model X3000
by the Italian manufacturer AGV (Figure 1).
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Figure 1. Rear (left) and side (right) views of the AGV X3000 helmet.

The microphonic capsule chosen to build the array is the model AOM-5024L-HD-R from PUI
Audio, whose technical specifications are reported in Table 1. It has a very low self-noise of just 14
dB(A) and more than 90 dB(A) of dynamic range. In Figure 2 (provided by the manufacturer), one
can note the frequency response is almost flat in the interested frequency range, which is 20 Hz -1
kHz.

Table 1. Microphonic capsule specification (AOM-5024L-HD-R).

Characteristic Value
Diameter 9.7 mm
Height 5mm
Type Analogue, electret
Directivity Omnidirectional
Freq. range 20 Hz - >10 kHz
Self-noise 14 dB(A)
Max SPL 110 dB
[dB/1 V] Biriiel & Kl
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Figure 2. Frequency response of the PUI Audio AOM-5024L-HD-R capsule.

A 3D model of the helmet was acquired with the laser scanning technique, by employing a
Shining 3D EinScan H2. The result was stored as stereolithography file, namely st (also referred as
standard triangle language or standard tessellation language). In this way, it was possible to easily import
and manipulate the geometry in Matlab. To define the optimal distribution of the capsules, the nearly
uniform sampling was adopted. The geometrical center of the model was calculated, letting 32
straight lines propagating from it in the same directions of a spherical design of order T =7, featuring
N = 32 points [32,33]. Such bundle of lines was rotated to minimize the intersections with the areas
where it was not possible to mount any capsules, namely the visor and the hole for the neck. The
minimum number of unallowed points was six, two on the visor and four on the neck. These points
were manually repositioned. Finally, 10 mm diameters holes were drilled by using a computer
numerical control (CNC) machine and the capsules were fixed in positions by using a special
adhesive modeling paste. The result can be seen in Figure 3 (left).
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2.2. Acoustics Characterization of the Array Helmet

Once assembled, the helmet was characterized in the acoustics laboratory at the University of
Parma, Parma (Italy). The measurement procedure made use of a two-axis turntable and a
loudspeaker (Genelec studio monitor type 8351a) in a fixed position (Figure 3, right). Since the helmet
must be used in a small environment, the measurement was performed at a very short distance, 0.5
m, to consider the near-field effect provided by the curvature of the sound waves [34], thus
optimizing the beamforming for the car cockpit. The test signal employed was an Exponential Sine
Sweep (ESS) [35], pre-equalized for flatting the spectrum (+/- 1 dB in the range 50 Hz — 20 kHz). At
each repetition of the measurement, the helmet is automatically rotated by the turntable in a specific
direction d, and the test signal is recorded by the N capsules of the array. This procedure also
addresses the problem of spatial sampling of a sphere and has been solved again with the nearly
uniform sampling but using a considerably larger number of points. A set of D = 240 directions was

used to characterize the acoustic response of the array helmet, corresponding to a spherical design of
order T =21.

Figure 3. Side view of the array helmet after assembling the capsules (left). A view of the array helmet mounted

on the two-axis turntable during the acoustic characterization (right).

The above measurement provides the matrix C of eq. (3), which consists in the regularized
Kirkeby inversion [36], a linear processing employed to compute a beamforming matrix of Finite
Impulse Response (FIR) filters. In frequency domain, it is defined as:
H=[C"-C+pB-I]"'-[C"-A-e/™] 3)
where C is the frequency response of the array for the N capsules, D directions and K frequencies,
is the Hermitian transpose, - is the scalar product, § is a parameter that varies with frequency for
regularized inversion [37], I is the identity matrix, ! is the pseudo-inverse, /™ introduces a delay to
guarantee the causality of the filters, k is the frequency. Matrix A represents the desired directivity
patterns of the virtual microphones encoded by the beamformer. It does not depend on the frequency
and must be defined by the user for each measured direction d of the matrix C and for all the N
capsules. In our case, it corresponds to the first v = 16 Spherical Harmonics (SH) employed by the
Ambisonics format at order 3. SH are mathematical functions obtained as a complex combination of
sound pressure and particle velocity, approximating the sound field in the recording point [38,39].
The 3D polar patterns of the first 16 SH (Ambisonics 3¢ order) are shown in Figure 4.
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Figure 4. Ideal 3D directivity of the first v = 16 Spherical Harmonics (Ambisonics 3™ order).

The virtual microphones, i.e. SH, are then obtained by means of convolution, which is the
multiplication in frequency domain:
A =C-H 4)

Note that only in the ideal case of perfect reconstruction of the SH, it will result A’ = A at all
frequencies, while in the real case, A’ will always approximate A.

2.3. Electronics Design

The system, whose scheme is depicted in Figure 5, is composed of the helmet, which houses the
microphones and the electronic board to collect the signals, and a digital-to-analog (D/A) box, which
can be connected either to a personal computer (PC) or an external acquisition system. It must be
noted that when a PC is employed, the entire system (after A/D conversion) is full-digital, while a
double A/D and D/A conversion is introduced when an external recording system must be employed.
However, this solution guarantees a robust signal-to-noise (5/N) ratio inside the car cockpits, which
are electrically noisy.

B . X

e

Helmet: MIC + A/D D/A BOX $

B e

External
acquisition
system

Figure 5. Block scheme of entire system.

The system was designed to use the A2B bus by Analog Devices [40], which can handle up to 32
channels on a single Unshielded Twisted Pair (UTP), up to 15 meters distance. An A?B network
consists of a main node and up to 10 subordinate nodes arranged in daisy-chain. Dedicated
transceivers handle bus access and data flow, eliminating the need for extra devices that would add
to the cost and complexity of the system. An A?B network provides a bandwidth of 50 Mbit/s,
enabling the transmission of up to 32 channels at the standard sample rate of 48 kHz with 16-, 24-, or
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32-bits resolutions. This digital bus is particularly suitable for transmitting audio signals in both
microphone and loudspeaker arrays [41], as it guarantees a deterministic latency of just two samples
at 48 kHz and the synchronization between all the channels [42,43].

The electronic board installed in the helmet (scheme depicted in Figure 6, left) is provided with
eight 4-channels, 16 bits, audio A/D converters, type TLV320ADC6140 by Burr-Brown, and it also
integrates the A’B transceiver to acquire and deliver the data via A?B bus. The A/D converters
(specification are reported in Table 2) are connected to the transceiver via two Time-Division
Multiplexing (TDM) 4 digital lines (TDMO0 and TDM1 in Figure 6). The signals are transferred from
the helmet to the D/A box unit over an Ethernet cable that carries also the 5 Vdc power supply for the
helmet board. The ethernet cable was chosen as the physical layer of the A?B bus, being cheap and
common, with robust connectors that are easy to insert and remove. Note that a standard Ethernet
cable includes four UTP cables, of which one is used for the A?B bus and one for the power supply.
The ethernet socket mounted on the helmet can be seen in Figure 6, right.

| 4

. ADC —

v !

| ADC — o

) -

| ADC [ ToMo !

'.741_. ADC :

i A2B TRANSCEIVER Hﬁ _ (\
P -
|

- 4 ADC Subordinate node

mic/ 7/

|
. 4 T
! ADC |— TOM1 +5Vdc power l
4
! ADC Supply :
|
|

i ADC

.
e e EE s G s S+ S s s S S e o

Helmet: MIC + A/D

Figure 6. Block scheme of the A/D board installed inside the helmet (right). Ethernet socket on the helmet (left).

Table 2. A/D converter specification (TLV320ADC6140).

Characteristics Value
Number and type of input channels 4-channels, analog

Dynamic range 123 dB
Total harmonic distortion + noise (THD+N) -98 dB
Input voltage range 2 Vrms

Sample rate 8 to 768 kHz

Power consumption 9.2 mW/ch @ 48 kHz
Audio serial data interface TDM or I25

The D/A box, whose schematic is shown in Figure 7 and the prototype can be seen in Figure 8,
right, receives the digital signals from the A?B bus, and then either transmits them to a PC via
Universal Serial Bus (USB) or converts them back to analog signals to be recorded by an external
acquisition system connected via BNC connectors (Figure 8, left). The D/A box is made of two boards:
an A?B main board and an A?B subordinate board. The A?B main board generates the A?B network,
provides the clock to the A2B subordinate board, and can be connected to the PC to deliver the digital
data via USB. The A?B subordinate board features two 16-channels, 16 bits, D/A converters, type
ADAU1966 by Analog Devices (specifications are resumed in Table 3), to deliver analog signals to an
external acquisition system, such as the Siemens SCADA, a standard equipment in automotive Noise,
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Vibration and Harshness (NVH). In addition, the D/A box produces all the supply voltages for the
system, starting from the 12 V on-board battery of the vehicle. To isolate the system from disturbances

in the vehicle's electrical system, which is usually noisy, all the regulators are designed to ensure full

galvanic insulation.

I. R ¢ GER P GES 4 EGES P NS 4 G P S C @S ¢ @ ¢ = .l
I 12V 10 5V UsB |o-%>
! ¥ |
o - AZB TRANSCEIVER A2B TRANSCEIVER | |
<] E > . «—> )
\}‘ . Subordinate node Main node '
I TDMo [ om1
I 16-ch | | 16:ch |
. DAC DAC .
! |
| 32-ch Amp-OP | |
I output |
! 32 |

D/A BOX

to external

acquisition system

Figure 7. Block scheme of D/A box.

Table 3. D/A converter specification (ADAU1966).

Characteristics

Value

Number of output channels
Resolution
Dynamic range

Total harmonic distortion + noise (THD+N)

Sample rate

16-channels, single ended
24 bits
110 dB(A)
-97 dB
32t0192 kHz

(I Y OO 04O « |

Figure 8. The prototype of D/A box: a view from above of the 32 BNC connectors (left), the A?B subordinate node

(center) and the A?B main board (right).
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3. Results

At first, the beamforming capability of the proposed array helmet was compared to the
Eigenmike32. The comparison was made by using a metric proposed in [44], which consists in
evaluating the deviation of the directivity A" with respect to the ideal directivity defined by A. This
can be done by relying on two parameters, the Spatial Correlation (SC), which sets the limit of the
beamforming at high frequency and is the defined in (5), and the Level Difference (LD), which sets
the limit of the beamforming at low frequency and is defined in (6):

C = XaahT-4 )
Zd( /(A’)T-A’ . ‘/AT'A)
1 A2
LD = Ede[dB] 6)

The parameters are calculated for each frequency, each direction, and each virtual microphone,
then the D directions are summed, while the virtual microphones are averaged among those
belonging to the same Ambisonics order. Hence, from 1 to 4 in the 1¢t order, from 5 to 9 in the 2nd
order and from 10 to 16 in the 34 order. In the ideal case of perfect reconstruction of the SH, it will be
SC =1 and LD =0 dB. However, a certain amount of deviation is always accepted in the real case,
hence the upper and lower frequency limits of the beamforming are usually defined by considering
two thresholds: SC > 0.9 and LD < -1 dB. The results are shown in Figure 9 for the Eigenmike32 and
in Figure 10 for the array helmet.

SC

12 b
Otpb=-1dg——

SC=0.9 ! X .

0.8 / 5 !
; _ :
k = !
’ e
0.6 K
10

0.4r . 2 —Order 1| | —Order 1

L.--7 & - -Order 2 - -Order 2

o - Order 3 \-Order 3 :
0.2 — : 15 L : ‘ ‘
20 102 10° 10* 20000 20 102 103 10% 20000
Freg. [Hz] Freq. [HZ]
Figure 9. SC (left) and LD (right) calculated for the Eigenmike32.
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Figure 10. SC (left) and LD (right) calculated for the array helmet.

Then, a localization test was performed in the acoustic laboratory at the University of Parma,
Parma (Italy), using the sound color mapping technique [45,46]. The array helmet was mounted on a
microphone stand, in front of the Genelec studio monitor playing a pink noise, a 30 s signals was
recorded and converted into Ambisonics 3™ order. Then, the array helmet was replaced with a dual
lenses camera to take a 360° picture of the environment, which is used as background of the sound
color maps. The analysis was performed in the octave bands centered at 31.5 Hz, 63 Hz, 125 Hz, 250
Hz, 500 Hz, 1 kHz. The color maps are calculated by using the Plane Wave Decomposition (PWD)
algorithm [47,48]. The quantity being mapped is the Sound Pressure Level (SPL), calculated with a
resolution of 2 degrees. The pseudo-color map is generated through graphical interpolation of the
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raw data, with a color scale that goes from blue (lowest SPL value) to red (highest SPL value). The
results are shown in Figure 11.

31.5Hz

-180 -135 -90 -45 0 45 90 135 180 -180 -135 -90 -45 0 45 90 135 180

-180 -135 -90 -45 0 45 90 135 180 -180 -135 -90 -45 0 45 90 135 180

Figure 11. Sound color map analysis of a pink noise source located in (0° ; 0°) at various octave bands.

4. Discussion

First, let’s consider the SC and LD charts of Figures 9 and 10. From a qualitative point of view,
it is possible to note that the SC of the Eigenmike32 remains almost equal to 1 up to much higher
frequencies respect to the array helmet. This is thanks to the small size of the array, a sphere of 84
mm diameter, which allows to reduce significantly the minimum distance between the capsules,

dmin- The maximum theoretical beamforming frequency, f4., can be calculated as:
1 c

- . 7

f max 2 dmin ( )

where ¢ =343 m/s is the celerity of the sound wave. By replacing d,;;;, = 1.7 cm in (7), we get fiqr =
10 kHz. However, also the LD is shifted toward high frequencies. In fact, the Eigenmike32 is small if
compared to the wavelengths at very low frequency, thus limiting the beamforming. Since the
beamforming at low frequency mainly relies on the phase differences rather than the time of arrivals,
which are directly related to the dimension of the array, it is not possible to easily predict the
minimum frequency with an easy formula.

Conversely, the array helmet behaves in the opposite way. The value of the SC is < 1 at much
lower frequencies respect to the Eigenmike32, being the array helmet much larger but having the
same number of capsules of the Eingemike32. As a consequence, the minimum distance between the
capsules becomes now d,,;, = 17 cm, causing the spatial aliasing to occur at lower frequencies. By
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replacing this value in (5), we get f4x = 1 kHz for the array helmet. At the same time, the LD is

significantly shifted toward low frequencies too, thanks to the dimension of the array helmet, which

allows to increase the maximum distance between the capsules.

A quantitative analysis can be done by considering the thresholds defined for the SC and LD
parameters. This allows us to accurately determine the minimum and maximum frequencies of the
beamforming at each Ambisonics order. The results are presented in Table 4. As one can note, the
array helmet only works up to 1 kHz, however this frequency perfectly fits the application, as ANC
systems are effective up to about 400 Hz for wide band applications (e.g., road noise) and up to about
700 Hz for tonal applications (e.g., engine noise). On the other hand, the beamforming capability is
considerably shifted toward low frequencies, and in particular:

e 1Ist order Ambisonics already available in the first octave band (central frequency is 31.5 Hz),
while it was only available from the second octave band (central frequency is 63 Hz) with the
Eigenmike32 and there was no beamforming capability in the first octave band.

e 2~ order Ambisonics already available in the second octave band (central frequency is 63 Hz),
while it was only available from the fourth octave band (central frequency is 250 Hz) with the
Eigenmike32.

e 34 order Ambisonics already available in the fourth octave band (central frequency is 250 Hz),
while it was only available from the sixth octave band (central frequency is 1 kHz) with the
Eigenmike32.

In conclusion, an improvement of one octave band was obtained for the 1st order Ambisonics,
and an improvement of two octave bands was obtained for the 274 and 3¢ orders Ambisonics, at the
price of limiting the beamforming up to 1 kHz. These results are summarized in Table 5.

Table 4. Frequency limits at various Ambisonics orders.

Ambisonics Eigenmike32 Array helmet
order Min. Freq. [Hz] Max. Freq. [Hz] Min. Freq. [Hz] Max. Freq. [Hz]
1 45 10000 20 1000
2 170 9000 40 1000
3 700 7900 220 1000

Table 5. Ambisonics orders at different octave bands.

Octave bands [Hz] : : Ambisonics order
Eigenmike32 Array helmet

31.5 - 1

63 1 2

125 1 2

250 2 3

500 2 3
1000 3 3

Based on the above results, we can now consider the second experiment, related to the
localization of a noise source through sound color mapping. As can be seen in Figure 11, the array
helmet correctly localized the sound source (Genelec studio monitor) even at the first octave band,
where only the 1+t order Ambisonics is available. In fact, the red spot of the color map is well centered
on the noise source. At 125 Hz, when the 274 order Ambisonics becomes available, several reflections
can be seen, e.g., the glass cabinet (90°;0°), the door (135°; 0°), the desk (-100°; -30°). At 250 Hz the 3
order Ambisonics starts to contribute, making the spot on the noise source narrower. Two reflections
can be seen, on the floor and on the ceiling. Furtherly increasing the frequency, i.e. at 500 Hz and 1
kHz, the main spot on the noise source becomes even narrower.
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5. Conclusions

A wearable helmet microphone array featuring 32 electret capsules has been developed, built
and successfully tested. It integrates a miniaturized 32-channel A/D converter, which avoids the
bulky wiring that would occur with an analog solution and ensures a high S/N ratio thanks to the
usage of the A?B digital bus. In addition, this solution allows only one Ethernet cable to come out of
the helmet, maintaining good comfort and ease of use. The A’B signal is received by an external D/A
box, which can deliver digital data to the PC via USB or convert the data back to analog domain by
means of two D/A converters, allowing to record them with an external acquisition unit.

The array helmet was compared with the Eigenmike32, a spherical microphone array widely
considered the reference equipment for spatial audio recording during the last decade. By analyzing
two metrics for Ambisonics performance evaluation, namely Spatial Correlation and Level
Difference, it was possible to assess that the proposed system shifted toward low frequencies the
Ambisonics orders by one or even two octaves, making it accurate even at the lowest octave band,
centered at 31.5 Hz, where the Eigenmike32 is not effective at all. These results have been proved
with a laboratory test consisting in a noise source localization problem, making use of the sound color
mapping technique. The array helmet demonstrated to correctly localize the noise source at all
frequencies, with a trend of increasing accuracy with frequency, as expected.

The highest valid frequency for beamforming has been reduced to 1 kHz, due to the large size
of the helmet compared to the number of capsules. However, such frequency is still above the
maximum frequency at which Active Noise Control systems for cars are effective. In conclusion, the
proposed solution can be successfully employed for the assessment and the development of road
noise cancelling or engine order cancelling systems, at the driver seat in driving condition.
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Abbreviations

The following abbreviations are used in this manuscript:

AZB Automotive Audio Bus

A/D Analog-to-Digital

ANC Active Noise Control

CNC Computer Numerical Control
D/A Digital-to-Analog

DC Direct Current

DSP Digital Signal Processing

ESS Exponential Sine Sweep

FIR Finite Impulse Response

LD Level Difference
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MEMS Micro Electro-mechanical Systems
NVH Noise, Vibration and Harshness
PC Personal Computer

PWD Plane Wave Decomposition
S/N Signal-to-Noise

SC Spatial Correlation

SH Spherical Harmonics

SMA Spherical Microphone Array
SPL Sound Pressure Level

TDM Time-division multiplexing
USB Universal Serial Bus

UTP Unshielded Twisted Pair
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