
Article Not peer-reviewed version

Attention Semantic Segmentation

Network for Remote Sensing Images of

Water Area

SEUNG JUN LEE , Hong Sik Yoon * , Sang Woo Kwak

Posted Date: 9 July 2024

doi: 10.20944/preprints202407.0702.v1

Keywords: Remote sensing; semantic segmentation; deep convolutional neural networks

Preprints.org is a free multidiscipline platform providing preprint service that

is dedicated to making early versions of research outputs permanently

available and citable. Preprints posted at Preprints.org appear in Web of

Science, Crossref, Google Scholar, Scilit, Europe PMC.

Copyright: This is an open access article distributed under the Creative Commons

Attribution License which permits unrestricted use, distribution, and reproduction in any

medium, provided the original work is properly cited.

https://sciprofiles.com/profile/951010
https://sciprofiles.com/profile/351701


 

Article 

Attention Semantic Segmentation Network for 

Remote Sensing Images of Water Area 

Lee Seung Jun 1, Yoon Hong Sik 2,* and Kwak Sang-woo 3 

1 Geodesy Lab, Civil, Architectural and Environmental System Engineering Sungkyunkwan 

University(SKKU) Suwon, Gyeonggi-do, Republic of Korea; issue7942@naver.com(L.S.J.); 

yoonhs@skku.edu(Y.H.S.) 
2 Disaster & Risk Management, Interdisciplinary Program in Crisis, Disaster and Risk Management 

Sungkyunkwan Universi-ty(SKKU) Suwon, Gyeonggi-do, Republic of Korea; bylane@naver.com(K.S.W.) 

* Correspondence: yoonhs@skku.edu; Tel.: +82-031-290-7522 

Abstract: With the rapid developments that have been made in computer vision and computer technology, 

semantic segmentation of high-resolution images has emerged as a mainstream and challenging task. The, 

segmentation of water areas remains a complex task due to the similar features between water areas or between 

water areas and other land objects. Meanwhile, since coastlines and riverbanks are typically presented in 

irregular shapes, it is difficult to obtain the categories of pixels at boundaries. This paper proposed the use of 

a Water-Land Boundary Attention Network (WLBANet) to improve the accuracy of pixels at boundaries 

between water and land. This network also reinforced the performance of contextual information extraction 

into distinguishing between water areas and other land objects. To prove the validity of this proposed network, 

WLBANet was performed on the Water Land Dataset (WLD), which is also by this paper, and which contains 

water areas and other land objects categories. The results demonstrates that the proposed method has 

significant effectiveness. 
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1. Introduction 

Computer vision has developed rapidly in recent years, coming to penetrate all aspects of life 

and play a pivotal role in various fields. Meanwhile, there have also been rapid developments in very 

high-resolution remote sensing technology, and increasing numbers of very high-resolution satellite 

images are being used and analyzed. Therefore, semantic segmentation—as a rapid analysis method 

of the acquired satellite images—has become a crucial research target. 

With the development of deep learning, many efficient deep convolutional neural networks 

(DCNNs; Krizhevsky et al., 2017) such as SegNet (Badrinarayanan et al., 2017), U-net (Ronneberger 

et al., 2015), Pyramid scene parsing network (PSPNet; Zhao et al., 2017), and other networks based 

on fully convolutional networks (FCNs; Long et al., 2015) have been shown to facilitate semantic 

segmentation.  

Channel attention mechanisms are proven to improve the performance of DCNNs. Efficient 

Channel Attention Module (ECA) (Wang et al., 2020) was proposed as a local cross-channel 

interaction strategy that avoids the effect of dimensionality reduction on the learning effect of channel 

attention. 

The present work proposed a Water-Land Boundary Attention Network (WLBANet) aiming to 

achieve a more precise segmentation of water and land zones. Another method that addresses the 

boundary problem is the addition of a new branch (Marmanis et al., 2018) to detect the border 

supervised by an additional loss that is specifically for boundaries. WLBANet contains an ECA 

module to reduce the complexity of the model while maintaining high performance with appropriate 

cross-channel interactions.  
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In prior studies, many high-resolution images have been collected and built up as datasets, such 

as the Aerial Image Segmentation Datasets (Kaiser et al., 2017), ISPRS 2D Semantic Labeling datasets 

- Vaihingen & Postdam, Gaofen Image Dataset (GID; Tong et al., 2020), and other datasets related to 

buildings and other land objects; nevertheless, datasets dedicated to water-land area segmentation 

are currently scarce. Therefore, this study also proposed a dataset, the Water Land Dataset (WLD), 

which focused more on water - land segmentation and which was used to test and prove the 

effectiveness of WLBANet. 

2. Materials and Methods 

Datasets 

Although there are remote sensing semantic segmentation datasets that are publicly available, 

the mainstream interests are focused on architecture in city areas and the surface features of land; 

therefore, to achieve the purpose of this experiment, GID—a dataset contains a large number of water 

and land pixels—is selected. This study also proposes a dataset, Water Land Dataset (WLD), which 

consists mainly of pixels of water and land pixels. 

Gaofen Image Dataset (GID) 

GID is a large-scale land-cover dataset made up of 150 Gaofen-2 satellite images, each of the size 

6800*7200 (GID; Tong et al., 2020). As shown in Figure 1, the pixels of the images in GID can be 

classified into five categories: built-up, farmland, forest, meadow, and water. 

In this study, as shown in Figure 1, 18 images covering large areas of water are selected and 

divided into 3,276 images of 500*500 pixels each. The detailed pixel information of the reshaped 

dataset is presented in Table 1 

Table 1. Pixel information of reshaped GID dataset. 

Categories Amount of pixels 

Built-up(red) 105471990 

Farmland(green) 122294497 

Forest(bluegreen) 18111326 

Meadow(yellow) 190830 

Water(blue) 302786845 
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Figure 1. GID dataset and images used in this study. 

Water Land Dataset (WLD) 

WLD is a dataset that has been constructed for this study by collecting images from Google Earth. 

This dataset consists of 800 images related to water and land within five classes of higher label 

precision. The pixel resolution changes from about 8 m to about 1 m, and the size of each image is 

600*600 pixels. As shown in Figure 2, the pixels in WLD are labeled into 5 categories: land, water, 

bridge, harbor and others. The pixel information is presented in Table 2. 

Table 2. Pixel information of reshaped WLD dataset. 

Categories Amount of pixels 

Land(red) 

Water(green) 

Bridge(yellow) 

Harbor(blue) 

Others(purple) 

87355878 

119803284 

9508132 

105842 

52045 

Water-Land Boundary Attention Network (WLBANet) 

This study proposed a Water-Land Boundary Attention Network (WLBANet), which is 

intended to improve the accuracy of pixels at boundaries between water and land. The architecture 

of the proposed WLBANet is shown in Figure 3. The downsampling model mainly is derived from 

resnet50 (He et al., 2016); similarly, residual blocks are inserted; and Efficient Channel Attention 

Modules (ECA) (Wang et al., 2020) are added. When learning channel attention information, the ECA 

module uses 1D convolution with a 1*1 kernel size to capture information between different channels 

to avoid channel dimensionality reduction, and it also has a reduced number of parameters. During 

convolution, the size of the kernel affects the receptive fields; therefore, to settle the different feature 

maps, ECA uses a dynamic convolution kernel to do 1*1 convolution. The purpose of inserting Sobel 

operator (Sobel, 2014) is to make the network more sensitive to boundaries. 
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Figure 2. WLD dataset. 

 

 

Figure 3. Water-Land Boundary Attention Network (WLBANet). 

Loss Function 

Dice Loss LD combined Cross Entropy Loss LCE is used as loss function. Dice Loss is a regionally 

correlated loss, which means that the loss and gradient of a pixel is not only correlated with the label 

or prediction of that pixel, but also with the labels and prediction of other points, so dice loss focuses 

more on positive samples. By contrast, Cross Entropy Loss focuses on each sample, and when there 

are more negative samples, loss is mainly contributed to by negative samples. 

Loss = LCE+LD  

where LCE and LD 

𝐿𝑜𝑠𝑠 = 𝐿𝐶𝐸 + 𝐿𝐷  

𝐿𝐷 = 1 −  
2|𝑋 ∩ 𝑌| + 𝑠𝑚𝑜𝑜𝑡ℎ

|𝑋| + |𝑌| + 𝑠𝑚𝑜𝑜𝑡ℎ
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𝐿𝐶𝐸 =  ∑ −𝑦𝑖

𝑛

𝑖=1

𝑙𝑜𝑔𝑦𝑖̂ − (1−𝑦𝑖)𝑙𝑜𝑔(1 − 𝑦𝑖̂)  

where |𝑋| is ground true, |𝑌| is the predict mask, smooth = 1 is added to prevent the denominator 

from being 0; 𝑦𝑖  means ground true, 𝑦̂ means the predict mask, and n is the number of classes. 

Implementation Details 

The configuration of the experiment is presented in Table 3. The experiments are performed 

using TensorFlow/Keras on RTX 2080. 

The parameter settings are listed in Table 4. When the loss cannot be reduced further, the loss is 

reduced by decreasing the learning rate, which is reduced three times, with each reduction going 

down to 0.3 of the learning rates. 

The input images are resized to 480*480. 

Table 3. Experimental environment. 

Environment Configuration 

GPU GeForce RTX 2080 8GB 

Memory 32GB 

Deep Learning Framework TensorFlow/Keras 

Programming Languages python 3.9 

GPU Processing Framework CUDA 11.7 

Table 4. Parameter setting. 

Parameter Value 

Batchsize 4 

Optimizer Adam 

Initial Learning Rate 0.0001 

Reduce Learning Rate 0.3 * 3 

3. Results 

Mean intersection over union (mIoU) is used to evaluate the performance of the network. 

Results on GID 

The accuracy and loss in each epoch are visualized in Figure 4. 

The images of the GID were not labeled precisely enough, so the accuracy of the network could 

not reach as high a level as desired. In some images, the predict images were even more accurate than 

the labels. The predicted images are shown in Figure 5. The evaluation indicators mIoU and OA are 

presented in Table 5. 

Overall, the experiment performed as expected on the GID dataset, and network exhibited good 

performance on boundaries. 
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Figure 4. Loss and accuracy in each epoch on GID dataset. 

Table 5. mIou, and OA on GID dataset. 

OA mIoU 

78.64 75.32 

Results on WLD 

The accuracy and loss in each training epoch are shown in Figure 6. The WLD dataset proposed 

in this study is found to have better label precision, which leads to a smoother training process, a 

better rate of increase in the accuracy of training, and a better result. The loss also converged better. 

The predicted images of the WLD datasets are shown in the Figure 7. The evaluation indicators of 

mIoU and OA, on the WLD datasets are listed in Table 6. 

Based on the predicted images, the network achieves better performance on the WLD dataset 

and better segmentation effect on boundaries. Based on the predicted images, the network 

achieveshas the better performance on the WLD dataset and better segmentation effect on boundaries. 
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Figure 5. Predicted images on GID dataset. 
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Figure 6. Loss and accuracy in each epoch on WLD dataset. 

Table 6. mIou, and OA on WLD dataset. 

OA mIoU 

90.65 80.37 

The proposed network has achieved the expected performance on both the GID and WLD 

datasets. It can therefore be concluded that the network increases the segmentation accuracy at the 

object boundaries by paying closer attention to information pertaining to object boundaries. 

 

Figure 7. Predicted images on WLD dataset. 
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4. Discussion 

Based on the images of the results shown in this experiment and evaluation indicators, the 

network proposed in this study has been found to have favorable adaptability to boundaries, and it 

achieves the expected results. 

This experiment also has some limitations. Due to the lack of semantic segmentation remote 

sensing datasets related to water and land, the network proposed in our study could not be tested on 

other similar datasets. The number of images used for training is also low, so although the 

performance met expectations, a better result could be achieved by using a larger dataset. 

Since the labels in the GLD dataset are slightly different from the labels required for this 

experiment, the performance on the GLD dataset is inferior to the performance on the WLD dataset, 

which has been proposed for this network in this study; nonetheless, the results demonstrate that the 

network can focus more on the pixels of boundaries and perform well on various datasets. The GID 

dataset is primarily focused on objects on the land, so several areas of the boundary between water 

and land are not classified into any categories, which limited the performance of the network. 

The dataset introduced in this paper also suffers from a data imbalance, but since the present 

experiment focuses on the segmentation of water and land, this has likely had little impact. 

5. Conclusions 

This study proposed the Water-Land Boundary Attention Network (WLBANet), which is more 

sensitive to land and water boundaries and has better segmentation capabilities. This paper also 

introduced the Water Land Dataset (WLD), which contains more water and land areas with more 

precise label, to validate the performance of the network. 

The network exhibited improved performance for pixels at the boundary by adding attention 

modules and an edge detector. The ECA module avoids reducing the dimension and achieves higher 

accuracy with fewer parameters. A Sobel detector is integrated to increase the sensitivity to 

boundaries. 

To prove the validity of the network, the experiment was performed on both the GID dataset 

and the WLD dataset. Due to the effect of precision and the different focuses of labels, the 

performance is better in the WLD dataset, but both demonstrate that the network is efficient and has 

a higher sensitivity to boundaries, along with better segmentation ability. This network and this 

dataset are expected to help perceive the boundaries between water and land to facilitate the 

detection of natural disasters, such as droughts, floods tsunamis, and others. 
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