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Abstract: Precipitation plays a vital role in the hydrological cycle, directly impacting water resource 
management and the prediction of flood and drought risks. This study explores an approach by 
applying the Bayesian Model Averaging (BMA) algorithm to merge multiple precipitation datasets, 
aiming to improve the accuracy of precipitation estimates for hydrological simulations. The BMA 
framework combines four widely used precipitation datasets—CHIRPS, ERA5, GSMaP, and 
IMERG—across the Ganjiang River Basin in China from 2008 to 2020. To evaluate the performance 
of the merged dataset, researchers analyzed it alongside its individual components and the MSWEP 
dataset at daily, monthly, and seasonal scales. Several key metrics, including CC, RMSE, and KGE, 
were used for assessment. Additionally, the Variable Infiltration Capacity (VIC) hydrological model 
was employed to examine how these datasets influence runoff simulation. The results indicate that 
the BMA-merged dataset significantly enhances precipitation estimation accuracy compared to 
individual datasets. It achieved the highest CC (0.72) and KGE (0.70) at the daily scale and 
demonstrated superior seasonal performance, particularly in minimizing biases during autumn and 
winter. When applied to hydrological simulations, the BMA-driven VIC model closely mirrored 
observed runoff patterns, proving its effectiveness for long-term runoff predictions in the region. 
Overall, this study underscores the potential of the BMA approach to refine precipitation inputs for 
hydrological models, offering valuable insights for sustainable water resource management and risk 
mitigation in complex hydrological environments. 

Keywords: multi-source precipitation data; bayesian model averaging; merged precipitation 
product; vic model; runoff simulation; ganjiang river basin 
 

1. Introduction 

Precipitation plays a critical role in the hydrological cycle [1, 2] and is the most essential input 
for runoff simulation [3]. Accurate precipitation data enhances the reliability of hydrological 
simulations [4], facilitating sustainable water resource management and water-related risk prediction 
[5]. Historically, precipitation datasets for hydrologic models have primarily relied on gauge 
observations [6]. However, economic and geographical limitations often result in sparse and 
unevenly distributed rain gauge stations in underdeveloped countries and remote mountainous 
areas [7]. 
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Advances in observational techniques and inverse algorithms have enabled the development of 
precipitation products from gauge stations, reanalysis, and satellites, offering unprecedented 
opportunities for global and regional-scale real-time monitoring and flood-drought warnings. 
Gauge-based precipitation products, such as those from the Climate Prediction Center (CPC) [8], 
utilize data from global gauge stations and various interpolation techniques, with accuracy primarily 
determined by gauge station density and quantity [9]. Recent years have seen growing research 
interest in developing reanalysis products through numerical weather models and data assimilation 
techniques. These methods offer an alternative to traditional observations, enabling more detailed 
and accurate analysis of weather patterns and trends [10]. Ongoing enhancements to the Integrated 
Forecast System (IFS) in modeling processes, core dynamics, and data assimilation [11] have made 
the publicly available ERA5 dataset one of the most advanced resources. 

Satellite precipitation products integrate high-resolution spatiotemporal infrared imagery with 
accurate passive microwave precipitation estimates [12], offering advantages such as spatial 
continuity, global coverage, and near-real-time data acquisition compared to ground-based 
observations [13]. Currently, widely used satellite products include the Climate Hazards Group 
Infrared Precipitation with Station data (CHIRPS), Global Satellite Mapping of Precipitation 
(GSMaP), and Integrated Multi-satellitE Retrievals for GPM (IMERG). The Multi-Source Weighted-
Ensemble Precipitation (MSWEP) dataset, which integrates observational, satellite, and reanalysis 
data, also provides reliable global precipitation estimates. 

Numerous studies have examined the impact of various precipitation inputs on hydrological 
simulations, utilizing both single and combined products [14]. Zeng et al. (2024) [15] assessed the 
performance of nine gridded precipitation products in hydrological simulations across four Gandaki 
River Basin sub-basins using the HBV model. The results revealed significant variations among the 
precipitation datasets, with ERA5-Land, IMERGEF V06, and MSWEP V2.8 showing superior 
performance in both precipitation estimation and hydrological simulation. Aryal et al. (2023) [16] 
employed the SWAT model to assess streamflow predictions from four satellite-derived precipitation 
products in the Myagdi Khola Basin. The results demonstrated that satellite-based products 
effectively predicted streamflow in complex basins, with corrected precipitation products showing 
superior performance and better adaptability in Himalayan watersheds. While these precipitation 
products have been widely used in semi-distributed hydrological models, their application in fully 
distributed models remains limited. Moreover, their performance is constrained by errors, indicating 
potential for further improvement [17]. 

Integration-based methods synthesize information from multiple sources, with merged 
precipitation products generally outperforming single-source products [18]. The BMA method is a 
weighted ensemble approach that aligns ensemble predictions with observed data through relative 
model capability assessment and weight optimization [19]. Compared to traditional ensemble 
methods, BMA more effectively incorporates weight uncertainty into estimations, resulting in 
improved performance [20]. Recently, numerous researchers have applied the BMA approach to 
enhance precipitation estimation. Ma et al. (2018) [21] employed the dynamic BMA algorithm in a 
hybrid experiment with multi-satellite precipitation data. The results demonstrated that dynamic 
BMA data reduced errors compared to ensemble members, outperforming both SMA and OOR 
methods in generating precipitation ensembles, particularly beneficial for merging multi-satellite 
data in sparsely observed regions. Yumnam et al. (2022) [22] introduced a Quantile-based Bayesian 
Model Averaging (QBMA) method to blend three satellite precipitation products in the Vamsadhara 
Basin. Their findings indicated that QBMA products, with bias-corrected inputs, reduced errors and 
outperformed IMERG products. Wei et al. (2023) [23] developed a modifiable BMA framework, 
employing optimal weights and variable initial comparison methods to quantitatively assess 
different input impacts on BMA predictions. The results revealed significant variations in BMA 
prediction performance based on input sources, with CPC emerging as the primary influencing factor. 
However, BMA-based merged precipitation products have been rarely applied in hydrological 
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simulations. Assessing the impact of BMA-merged precipitation products on runoff simulation is 
both valuable and essential. 

This study employs the BMA algorithm as the core framework for integrating multiple 
precipitation datasets to create a merged precipitation product. A combined approach of 
precipitation estimation and hydrological simulation is utilized to evaluate the merged product's 
applicability in the study area. The experimental design incorporates four precipitation datasets 
(CHIRPS, ERA5, GSMaP, and IMERG) from 2008 to 2020. The ensemble precipitation product 
MSWEP serves as a comparative dataset, with the Ganjiang River Basin in China selected as the study 
area. Multiple metrics are employed to assess the BMA-merged product's capability in estimating 
precipitation across daily, monthly, and seasonal timescales. The widely adopted VIC distributed 
hydrological model [6, 24] is then used to evaluate the merged precipitation product's effectiveness 
in simulating daily and monthly runoff. Finally, the error propagation ratio is applied to analyze how 
different products mitigate errors from precipitation to runoff. The study's findings are anticipated 
to offer more reliable precipitation estimates, contributing to enhanced hydrological understanding 
and improved precipitation input for regional hydrological simulations. 

2. Study area and data 

2.1. Study Area 

The Ganjiang River, the seventh-largest tributary of the Yangtze River, is situated in Jiangxi 
Province, southeastern China. The Ganjiang River Basin spans approximately 83,385 km², monitored 
by the Waizhou Hydrological Station (115.84°E, 28.63°N). Elevation ranges from 12 to 2,103 m (Figure 
1), with higher elevations in the south and lower elevations in the north. The Ganjiang River Basin's 
landscape is characterized by mountains and hills (64.7%), low hills (31.5%, below 200 m above sea 
level), and plains and water bodies (3.9%). The average temperature is approximately 18°C, with 
annual precipitation ranging from 1,400 to 1,800 mm. 

 

Figure 1. Study area of Ganjiang River Basin.  

2.2. Data 

2.2.1. Ground Observation Data  
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Precipitation data from 2008 to 2020 were obtained from the China Gauge-based Daily 
Precipitation Analysis (CGDPA), developed by the China Meteorological Administration (CMA) 
(https://data.cma.cn/). The dataset features a 0.25°/24h spatiotemporal resolution and undergoes 
rigorous quality control for extreme values, internal consistency, and spatial consistency [25]. Daily 
maximum and minimum temperatures and average wind speed data were also obtained from the 
CMA, subject to strict quality control before publication. 

2.2.2. Satellite, Reanalysis and Ensemble Precipitation Products 

In this study, error analysis was conducted at a 0.25° spatial resolution. Therefore, all 
precipitation products were resampled to a 0.25° spatial resolution and aggregated to a daily 
temporal resolution before error calculation. Basic information on the evaluated products is 
presented in Table 1. 

CHIRPS, initially designed for agricultural drought detection, combines improved inverse-
distance weighting (IDW) interpolation with precipitation estimates derived from infrared cold cloud 
duration (CCD) retrievals [26], aiming to provide a comprehensive, credible, and timely precipitation 
dataset. The latest version, CHIRPS 2.0, with a spatial resolution of 0.25°, is available at 
https://data.chc.ucsb.edu/products/CHIRPS-2.0. 

ERA5, the latest generation of atmospheric reanalysis products, employs improved four-
dimensional data assimilation. It integrates model data with global observations, offering broader 
temporal coverage (1950–present) and superior spatiotemporal resolution (0.25°/1h) compared to 
ERA-Interim (0.76°/6h) [27]. The data are available at https://doi.org/10.24381/cds.adbb2d47. 

The satellite-based precipitation products from the GSMaP project are developed by the Japan 
Aerospace Exploration Agency (JAXA). JAXA aims to create high-resolution global precipitation 
maps by integrating core satellite data from the GPM program with joint infrared and multi-band 
passive microwave algorithms, including front-back deformation techniques and Kalman filters [28]. 
The GSMaP-Gauge (GSMaP-G) data used in this study are available at 
https://sharaku.eorc.jaxa.jp/GSMaP. 

IMERG, an algorithm for GPM, generates third-level products with the goal of producing 
advanced global precipitation datasets. IMERG combines precipitation estimates from multiple 
microwave sensors, microwave-corrected infrared satellite data, and monthly rain gauge 
observations, calibrated using its algorithm [29]. IMERG operates in three stages: Early, Later, and 
Final. This study uses IMERG Final Run Version 06B (IMERG-F), available for free download from 
NASA’s official website: https://doi.org/10.5067/GPM/IMERG/3B-HH/06. 

MSWEP, a comprehensive global precipitation dataset developed by the Beck team, employs a 
multi-source weighted-ensemble approach, integrating nearly all available precipitation 
observations [18]. It uniquely integrates gauge, satellite, and reanalysis data to produce highly 
accurate precipitation estimates for each location [30]. This study uses MSWEP version 2.8 as the 
benchmark, reflecting the BMA precipitation merging effect. Compared to earlier versions, MSWEP 
2.8 features reduced peak precipitation values, extended record lengths, and near real-time updates. 
The data are available at https://www.gloh2o.org/mswep/. 
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Table 1. Basic information of the precipitation products. 

Products 
Spatial 

coverage 

Spatial 

resolution 

Temporal 

coverage 

Temporal 

resolution 
References 

CHIRPS 50°N-S 0.05° 1981- present 24h [26] 

ERA5 Global 0.25° 1950- present 1h [27] 

GSMaP-G 60°N-S 0.1° 2000- present 1h [28] 

IMERG-F 60°N-S 0.1° 2000- present 0.5h [29] 

MSWEP Global 0.1° 1979- present 3h [30] 

2.2.3. Runoff Data and Others 

Daily runoff data for the VIC model were obtained from the Waizhou Station in Jiangxi Province 
(2008–2020). Digital Elevation Model (DEM) data for the Ganjiang River Basin were sourced from the 
Geospatial Data Cloud (https://www.gscloud.cn/) at a 90 m resolution. Land cover parameters, 
including vegetation types and leaf area index (LAI), were obtained from the Global Land Cover 
Classification dataset (1 km resolution; http://www.landcover.org/data/landcover). Soil data were 
extracted from the Harmonized World Soil Database (HWSD), published by the United Nations Food 
and Agriculture Organization (FAO; http://www.fao.org/soils-portal/data-hub). 

3. Methods 

3.1. Bayesian Model Averaging (BMA) 

Based on Bayesian theory, the statistical ensemble model BMA combines inference and 
prediction based on ensemble membership to obtain a more reliable probability set [31]. In this study, 
the BMA method with adjusted posterior probability density function (PDF) is used to merge multi-
source precipitation datasets for better fit with ground observations. According to the law of total 
probability, the PDF of BMA-merged precipitation product is expressed as: 

 
1

( ) ( ) ( , )
N

n n n
n

p M B p f B p M f B


    (1) 

Where M represents the merged precipitation product; B represents the observed precipitation; 
N is the number of precipitation inputs; nf  represents the precipitation estimates of the nth member; 

( )
n

p f B  denotes the posterior probability of the precipitation input, and determined as the 

likelihood of the ensemble members; ( , )
n n
p M f B  represents the posterior distribution of  from 

estimated and observed precipitation. 
Each member's posterior probability is determined using observations from the same period, 

guaranteeing that the sum of the weights equals 1. If nw  represents ( )
n

p f B , and

1 1
( ) 1

N N

n nn n
p f B w

 
   , then the formula can be written as: 

 
1

( ) ( , )
N

n n n
n

p M B w p M f B


    (2) 

Moreover, the posterior mean ( )E M B   and variance ( )Var M B   of the merged product can 
be written as: 

  
1

( )
N

n n
n

E M B w f


         (3) 

 2 2

1 1

( ) [ ( )]
N N

n n n n
n n

Var M B w f E M B w 
 

       (4) 
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Where 2

n  represents the variability between the estimated and observed precipitation. 
Generally, the prior probability distribution of precipitation does not conform to the Gaussian 

assumption and is normally distributed. Before executing the BMA algorithm, it is necessary to 
perform a Box-Cox transformation on the original and observed precipitation data to obtain an 
approximate Gaussian distribution of ( , )

n n
p M f B . The weights   of the input precipitation dataset 

can be effectively estimated using the maximum likelihood function:  

2

1 1

( , ) log[ ( , )] log[ ( )]
N N

n n n n n n n n
n n

L w w p M f B w g M f 
 

        (5) 

Where, ( )g   represents the Gaussian distribution. The EM algorithm iterated through the E 
(expectation) and the M (maximization) steps until the log-likelihood equation was maximized [32, 
33]. During the iterative process, the prior BMA weights of single members were set to 1/N. The 
detailed process of the BMA algorithm is shown in Figure 2.  

 

Figure 2. Schematic diagram of the BMA method. 

3.2 VIC Hydrological Model 

The VIC distributed hydrological model, with its large-scale, gridded, and physically robust 
characteristics, facilitates integration with various climate models, enabling the consideration of 
comprehensive effects from weather, soil, terrain, and vegetation. Furthermore, the model effectively 
addresses complex application scenarios, making it ideal for long-term hydrological and material 
cycle studies. Owing to these advantages, the VIC model, since its inception in 1994, has been widely 
applied in runoff simulation and effectively used to evaluate the hydrological impacts of 
precipitation products [34]. 

Version 4.2d of the VIC model is employed in this study, using original station-observed 
precipitation data, BMA-merged precipitation data, precipitation data from four ensemble members, 
and MSWEP precipitation data at daily and monthly scales. To optimize model parameters, observed 
precipitation data are used as inputs for the warm-up (2008–2009), calibration (2010–2015), and 
validation (2016–2020) periods. The Shuffled Complex Evolution (SCE-UA) algorithm is utilized to 

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 7 February 2025 doi:10.20944/preprints202502.0564.v1

https://doi.org/10.20944/preprints202502.0564.v1


 7 of 24 

 

optimize model parameters, using the Nash-Sutcliffe efficiency (NSE) as the objective function. To 
ensure a fair assessment, the same initial ranges are applied to soil parameter values across different 
precipitation inputs (Table 2). 

3.3 Evaluation Metrics 

The evaluation metrics in this study are categorized into two types: accuracy assessment of 
precipitation estimation and accuracy assessment of VIC model runoff simulation. This study 
employs six metrics—CC, RB, RMSE, KGE, POD, and FAR—to assess the consistency between 
estimated and observed precipitation. CC measures the degree of linear correlation, RB evaluates 
systematic deviation, RMSE represents the average error, KGE integrates linear correlation, 
systematic bias, and total error, POD indicates the correct detection of rainfall events, and FAR 
identifies false detection. For calculating POD and FAR, a threshold of 1 mm/day is set to determine 
the occurrence of rain/no-rain events. The Nash-Sutcliffe efficiency (NSE) is employed to evaluate the 
performance of the VIC model runoff simulation. Descriptions, equations, and value ranges of the 
metrics are provided in Table 3. 

Table 2. Soil parameter variables of the VIC model and their initial value ranges. 

Parameters Unit Description     Value range 

b_infilt 

Dsmax 

- 

mm/day 

Variable infiltration capacity 

curve 

Maximum velocity of base flow 

[0.1, 0.4] 

[0, 30] 

Ds - 
Fraction of Dsmax where non-linear 

baseflow begins 
    [0.1, 1] 

Ws - 

Fraction of maximum soil 

moisture 

where non-linear baseflow occurs 

    [0.1, 1] 

D2 m The second soil-layer thickness     [0.1, 1] 

D3 m The third soil-layer thickness     [0.1, 3] 

Table 3. Metrics for evaluating precipitation estimation accuracy and hydrological simulation performance. 

Evaluation metrics 
Equation 

Value 

range 

Perfect 

value 

Correlation coefficient (CC) 
1

2 2
1 1

( )( )

( ) ( )

K

k kk
K K

k kk k

O O S S
CC

O O S S



 

 


 


 

 [-1, 1] 1 

Relative bias (RB) 
1

1

( )
100%

K

k kk
K

kk

S O
RB

O





 


 (-∞, +∞) 0 

Root mean square error 

(RMSE) 
2

1

1
( )

K

k kk
RMSE S O

K 
   [0, +∞) 0 

Kling-Gupta 

efficiency (KGE) 

2 2 21 ( 1) ( 1) 1KGE CC        （ ）  

S
O

   S

O

CV
CV

   
(-∞, 1] 1 

Probability of 

detection (POD) 

X
POD

X Y


  [0, 1] 1 

False alarm ratio (FAR) 
Z

FAR
X Z


  [0, 1] 0 
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Nash-Sutcliffe efficiency 

(NSE) 

2
, ,1

2
,1

( )
1

( )

K

S k O kk
K

OO kk

R R
NSE

R R





 





 (-∞, 1] 1 

Note: kS and kO  represent estimated and observed precipitation, respectively; S andO  represent the mean 

values of S and O , respectively; K  denotes the number of samples; SCV
and OCV

 represent the standard 

deviations for S  and O , respectively; X and Y  denote the number of observed precipitation events 

correctly detected and not detected by S , respectively; Z  denotes the number of precipitation events detected 

by S but not occurred actually; ,S kR
and ,O kR

 represent  simulated and observed runoff, respectively; OR  

represents the mean value of OR . 

 

Figure 3. Flowchart of the methodology used in this study. 
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4. Results 

4.1. Accuracy Evaluation of Precipitation Estimation for Different Products 

4.1.1. Daily Scale Evaluation 

Figure 4 presents the average daily metrics performance for the BMA-merged product (hereafter 
BMA), its ensemble members, and MSWEP in the study area (2008–2020). Compared to individual 
products, BMA demonstrates significant advantages across multiple metrics, achieving the highest 
CC (0.72) and KGE (0.70), the smallest RMSE (7.50 mm), and outperforming most products in RB 
(6.61%), POD (0.84), and FAR (0.22). Some products exhibit unique strengths: IMERG-F has the lowest 
RB, ERA5 achieves the highest POD, and GSMaP-G records the smallest FAR. MSWEP performs well 
across most metrics, whereas CHIRPS demonstrates poor performance. 

 

Figure 4. Daily-scale metrics of evaluated precipitation products (2008–2020). 

Figure 5 illustrates the probability distributions of precipitation intensity for missed [35] and 
false alarm events across different products. CHIRPS, GSMaP-G, and IMERG-F show broad, flat 
probability distributions for both missed and false alarm events, indicating significant uncertainty in 
their precipitation estimates. Compared to other products, ERA5 exhibits higher RB and FAR, with a 
greater tendency for missed and false alarms during light rainfall (<10 mm/d). BMA displays a 
relatively narrow distribution and outperforms MSWEP in reducing missed and false positives. 
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Figure 5. Probability distributions of precipitation intensity for missed events (a) and false alarms (b). 

Figure 6 presents box plots of evaluation metrics for different products at the daily scale. While 
CHIRPS and IMERG-F perform poorly, IMERG-F’s median RB is closest to 0 (Figure 6b). GSMaP-G 
performs well overall and achieves the lowest FAR among all products (Figure 6f). ERA5 exhibits 
significant positive bias, severely overestimating daily precipitation in the study area, which likely 
contributes to its highest POD (Figure 6b, 6e). Downscaling may reduce ERA5’s overestimation but 
could degrade its precipitation detection performance [11]. BMA performs excellently across all 
metrics, demonstrating superior CC, RMSE, and KGE compared to MSWEP and its ensemble 
members, effectively addressing the limitations of CHIRPS and ERA5 with high reliability. 

 

Figure 6. Box plots of daily-scale evaluation metrics for six precipitation products (2008–2020). 

The KGE, a comprehensive metric, is widely used to assess the accuracy of precipitation 
products and demonstrates strong applicability across diverse river basins and hydrological 
environments. To analyze the spatial distribution of evaluation metrics within the basin, a KGE 
distribution map for six products is presented. As shown in Figure 7, CHIRPS shows poor 
applicability in the study area, with KGE values mostly below 0.4. ERA5’s KGE values fluctuate 
significantly, exhibiting a highly uneven spatial distribution. GSMaP-G and MSWEP exhibit similar 
spatial distributions, with most KGE values ranging from 0.6 to 0.7, indicating good performance. 
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BMA demonstrates excellent adaptability within the basin, with most regions showing KGE values 
above 0.7 and a uniform spatial distribution. The results indicate that, compared to other products, 
BMA offers superior precipitation estimation capabilities in the study area, highlighting its potential 
for hydrological modeling. 

Figure 8 shows the spatial distributions of average daily precipitation in the Ganjiang River 
Basin (2008–2020) for gauge-based observations (hereafter Gauge-based), BMA, ensemble members, 
and MSWEP. Overall, all products show a similar spatial pattern, with relatively scarce precipitation 
in the south and abundant precipitation in the north. Gauge-based observations indicate average 
daily precipitation of 4–5.5 mm in the study area. Compared to Gauge-based, ERA5 significantly 
overestimates precipitation in most regions, with daily averages reaching 8 mm in some areas, while 
GSMaP-G underestimates precipitation across much of the region. IMERG-F’s average daily 
precipitation closely matches Gauge-based observations, but its distribution increases from 
southwest to northeast. MSWEP exhibits a highly uniform precipitation distribution across the basin, 
with daily averages of approximately 4.5 mm, slightly lower than Gauge-based. Both CHIRPS and 
BMA show precipitation estimates and spatial distributions close to Gauge-based, validating the 
applicability and feasibility of BMA’s spatial distribution. 

 

Figure 7. Spatial distributions of the KGE metric for six precipitation products. 

Figure 9 presents scatter plots and evaluation metrics comparing Gauge-based observations 
with BMA, ensemble members, and MSWEP, illustrating the correlation and dispersion between 
estimated and observed precipitation. Compared to MSWEP and ensemble members, BMA’s 
precipitation estimates align most closely with Gauge-based observations, showing the highest 
correlation and lowest dispersion. ERA5 ranks second in precipitation estimation, showing high 
correlation and low dispersion but also significant RB. GSMaP-G and MSWEP deliver superior 
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precipitation estimates, performing well across all metrics. CHIRPS and IMERG-F produce poor 
precipitation estimates, deviating significantly from observed values. 

 

Figure 8. Spatial distributions of average daily precipitation for gauge-based observations and six precipitation 
products. 

4.1.2. Monthly Scale Evaluation 

As shown in Table 4, BMA and other precipitation products exhibit significantly higher 
consistency with observed precipitation at the monthly scale compared to the daily scale. Even 
CHIRPS, which performs poorly at the daily scale, achieves CC and KGE values above 0.90 at the 
monthly scale. IMERG-F’s accuracy at the monthly scale far exceeds its daily performance, with RB 
and KGE reaching 1.93% and 0.95, respectively. Compared to MSWEP, BMA shows higher 
compatibility with observed precipitation, achieving the highest CC, smallest RMSE, and best 
characterization of monthly precipitation. 

Figure 10 presents box plots of evaluation metrics for different precipitation products at the 
monthly scale. Compared to other products, BMA achieves the best performance in CC, RB, and 
RMSE, with KGE second only to IMERG-F. ERA5 performs significantly worse than other products, 
exhibiting low accuracy, large deviation, and low availability. The results demonstrate that BMA 
provides reliable precipitation estimates at the monthly scale, closely matching observed 
precipitation. 
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Figure 9. Scatter plots of gauge-based precipitation and six precipitation products at the daily scale (2008–2020). 

Table 4. Monthly-scale metrics of evaluated precipitation products (2008–2020). 

Products CC RB (%) RMSE (mm) KGE 

CHIRPS 0.94 4.19 38.43 0.90 

ERA5 0.91 25.98 75.9 0.71 

GSMaP-G 0.96 -6.31 30.73 0.91 

IMERG-F 0.96 1.93 29.65 0.95 

BMA 0.97 6.62 28.85 0.93 

MSWEP 0.95 -8.24 35.01 0.90 
Note: The bold text represents the best single metric. 

4.1.3. Seasonal Scale Evaluation 

Figure 11 illustrates the seasonal evaluation metrics for six precipitation products in the study 
area (2008–2020). The dataset is divided into four seasons for metric calculation: spring (March–May), 
summer (June–August), autumn (September–November), and winter (December–February). The 
evaluation results highlight significant improvements and substantial advantages of BMA across 
different seasons. The BMA scheme effectively addresses the deficiencies of CHIRPS (poor CC, RMSE, 
etc.), ERA5 (larger RB), and IMERG-F (poor KGE, POD, etc.) in precipitation estimation across 
seasons. 

Among these, CHIRPS, ERA5, and IMERG-F exhibit low accuracy, large deviations, and poor 
detection capabilities. CHIRPS and IMERG-F show relatively high availability in summer, while 
ERA5 demonstrates high availability in winter. For most metrics, BMA outperforms MSWEP and 
other products in spring, particularly in CC, RMSE, and KGE (Figure 9a). During summer, ERA5’s 
deviation increases to 30%, while BMA and other products demonstrate better metric evaluation 
capabilities (Figure 9b). In autumn, BMA’s RB and RMSE further decrease, but all products show 
varying degrees of deterioration in POD and FAR performance (Figure 9c). In winter, BMA achieves 
the best results in CC, RB, RMSE, and KGE, demonstrating strong performance. CHIRPS performs 
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poorly in FAR, with rainfall events near 0.5 failing to align correctly (Figure 9d). These results indicate 
that BMA and other products exhibit seasonal variations and differences in precipitation estimation. 
Most products perform better in POD and FAR during spring and summer, and in CC, RB, RMSE, 
and KGE during autumn and winter. 

 

Figure 10. Box plots of monthly-scale evaluation metrics for six precipitation products (2008–2020). 

4.2. Weight Analysis of BMA Ensemble Members 

In this study, optimal weights for each ensemble member across 234 grids in the Ganjiang River 
Basin are calculated using 2008–2020 as the training period. Figure 12 shows the weight distribution 
for the four ensemble members in BMA across the Ganjiang River Basin. Higher weights are assigned 
to better-performing members in BMA, as the feasibility of individual products is determined by their 
consistency with observed precipitation [31, 36]. GSMaP-G generally receives the highest weight, 
contributing the most to BMA, with a median of 0.34 and weights ranging from 0.18 to 0.42. ERA5 
contributes the second highest to BMA, with weights ranging from 0.25 to 0.35. CHIRPS and IMERG-
F have similar weights, with medians of 0.19 and 0.17, respectively, contributing less to BMA. 
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Figure 11. Seasonal average evaluation metrics of six precipitation products (2008–2020). 

 

Figure 12. Relative weights of the four ensemble members of BMA in the Ganjiang River Basin (2008–2020). 

4.3. Hydrological Simulation Driven by Different Precipitation Products 

4.3.1. Daily Scale Simulation 
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Figure 13 compares observed daily runoff with runoff simulations from daily precipitation data 
estimated by BMA, its ensemble members, and MSWEP. Gauge-based simulations yield excellent 
results, with NSE values of 0.86 during calibration and 0.74 during verification, demonstrating high 
feasibility for daily runoff prediction (Figure 13a). CHIRPS and IMERG-F produce poor runoff 
simulations, with NSE values below 0.6 and simulated runoff significantly exceeding observed values 
(Figure 13b, 13e). ERA5’s NSE is only 0.07, with simulated runoff far exceeding observed values, 
making the results unreliable (Figure 13c). Both GSMaP-G and MSWEP achieve reliable runoff 
simulations, with NSE values of 0.79 and 0.82, respectively. GSMaP-G more accurately captures peak 
flows, while MSWEP’s simulated runoff trend closely matches observed trends (Figure 13d, 13g). 
BMA’s runoff simulation also achieves favorable results, with an NSE of 0.70. The simulated and 
observed runoff trends are closely aligned, and the estimated precipitation trend matches the 
observed, making the results highly reliable. Although BMA’s runoff simulation shows slight 
overestimation, it remains acceptable and outperforms other products (Figure 13f). 

 

Figure 13. Comparison of observed and simulated daily runoff in the Ganjiang River Basin (2010–2020). 

4.3.2. Monthly Scale Simulation 

     Figure 14 compares observed monthly runoff with runoff simulations from various precipitation 
products at the monthly scale. From daily to monthly scales, all products except ERA5 show 
improved simulation accuracy with higher NSEs, while ERA5’s NSE drops to -0.15, indicating 
unreliable results. Notably, MSWEP-driven monthly runoff simulations achieve an NSE of 0.91, 
closely matching observed runoff. BMA’s NSE increases to 0.71, with its monthly runoff simulation 
closely aligning with observed values, particularly for high-discharge flood events. This 
demonstrates BMA’s superior applicability for runoff simulation in the study area. 
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Figure 14. Comparison of observed and simulated monthly runoff in the Ganjiang River Basin (2010–2020). 

4.3.3. Analysis of Runoff Changes During Wet and Dry Periods 

The wet season in the Ganjiang River (2010–2020) spans May to August, while the dry season 
spans November to February. Figure 15 compares observed runoff (hereafter OBR) with average 
monthly runoff simulations from different products during wet and dry seasons. Figure 15a shows 
observed runoff and simulated results from precipitation products during the wet season. Gauge-
based simulations yield average monthly runoff closely matching OBR during the wet season, 
achieving ideal results. CHIRPS and IMERG-F produce poor simulation results, with a tendency to 
overestimate average monthly runoff. ERA5’s simulated average monthly runoff consistently 
exceeds OBR, rendering the results unreliable. GSMaP-G’s average monthly runoff closely matches 
OBR from 2010 to 2015 but significantly exceeds it from 2016 to 2020. MSWEP’s average monthly 
runoff simulations are reliable, closely resembling OBR. BMA also achieves ideal results in simulating 
wet season runoff. Although simulated runoff is slightly higher than OBR in most years, BMA 
demonstrates good feasibility and applicability for wet season runoff prediction. 

Figure 15b shows observed runoff and simulated results from precipitation products during the 
dry season. From November 2015 to February 2016, average monthly runoff from OBR and other 
products is significantly higher than in other years, with minimal differences in other dry seasons. 
As runoff decreases in the dry season, deviations between simulated runoff and OBR decrease, but 
CHIRPS, ERA5, and IMERG-F remain significantly higher, indicating poor feasibility. GSMaP-G, 
MSWEP, and BMA’s average monthly simulated runoff during the dry season closely matches OBR, 
with credible results. 
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Figure 15. Histogram of observed runoff and simulated average monthly runoff from different precipitation 
datasets during wet and dry seasons (2010–2020). 

5. Discussion 

5.1. Influence of Precipitation Inputs on BMA 

In this study, the BMA method is employed to merge four precipitation products into a unified 
daily precipitation dataset. The performance of this merged product is systematically evaluated and 
compared in Section 4.1. Generally, the selection of precipitation products, including their types and 
quantities, requires careful consideration when developing ensemble-based datasets. The accuracy 
of individual products significantly influences BMA data quality, as different products exhibit 
substantial performance variations due to diverse retrieval algorithms, terrain, and climate effects. 
Typically, higher-performing members are assigned greater weights in BMA [21, 31]. Chen et al. 
(2015) [37] suggested that poorly performing members in BMA would reduce the integration 
accuracy of merged data. This highlights the inherent influence of input precipitation datasets on 
BMA [23]. 

The BMA-merged precipitation product significantly improves precipitation estimation, 
outperforming other products in daily, monthly, and seasonal accuracy evaluations. However, its 
runoff simulation is inferior to GSMaP-G and MSWEP on both daily and monthly scales. Among 
ensemble members, GSMaP-G achieves the best accuracy evaluation and the highest weight 
(approximately 0.34), followed by ERA5 with a weight of around 0.3. However, ERA5 significantly 
overestimates precipitation, and CHIRPS and IMERG-F also exhibit varying degrees of 
overestimation, leading to overestimated merged precipitation and biased runoff simulations. 
MSWEP, which integrates observations, satellites, and reanalysis, combines daily precipitation from 
approximately 77,000 global sites [38], resulting in superior performance compared to other datasets 
in most regions. Excluding poorly performing products like CHIRPS and ERA5 and integrating 
gauge-based and other high-accuracy datasets could enhance the quality of merged products in 
future studies. 

5.2. Extreme Runoff Analysis 

Analysis of daily and monthly runoff in wet and dry seasons in the Ganjiang River Basin reveals 
notable variations in observed runoff compared to other years. Quan et al. (2009) [39] identified a 
strong correlation between precipitation and discharge in the Huaihe River Basin, indicating a 
reliable relationship between extreme precipitation and extreme runoff. Therefore, extreme runoff is 
closely linked to extreme precipitation. 
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In mid-to-late June 2010, the Ganjiang River Basin experienced heavy rainfall due to the 
combined influence of cold air from the north and warm humid air from the southwest. On June 22, 
the Waizhou Station recorded its highest discharge. The average monthly runoff during the 2015–
2016 dry season was significantly higher than in other years, driven by record precipitation in 
November and December 2015 due to the strongest El Niño event since May 2014, which triggered a 
rare winter flood. Two major floods occurred from June to July 2019, followed by a sharp decline in 
discharge and sustained low water levels in the second half of the year due to significant weather 
and climate anomalies influenced by the El Niño event. Heavy rainfall concentrated in early June to 
July 2019, followed by a transition to high temperatures and low rainfall, resulting in a historic 
drought lasting from summer to winter. In 2020, influenced by El Niño and La Niña events, a 
concentrated rainfall period in mid-to-early July caused a major flood in the study area. 

For extreme runoff, simulation results showed significant discrepancies with observed data. 
Therefore, the detection capability of extreme precipitation events using BMA-merged products 
warrants further investigation. GSMaP-G is more accurate in simulating runoff and capturing peak 
flows. Future studies could select GSMaP-G and other suitable products for data merging or BMA 
algorithm improvements to enhance extreme runoff simulation. 

5.3. Analysis of Error Propagation from Precipitation to Runoff 

In this study, some precipitation products, such as ERA5, demonstrate promising performance 
in precipitation error evaluation but perform poorly in runoff simulation. Therefore, exploring the 
relationship between precipitation input errors and simulated runoff errors, as well as error 
propagation in hydrological models, has significant implications for data quality and model 
improvement [40]. Runoff simulations may amplify or reduce precipitation errors due to the 
nonlinear nature of hydrological processes [41, 42]. 

The propagation ratio K for relative root mean square error (RRMSE) quantifies the 
magnification (K>1) or reduction (K<1) of precipitation estimation errors during runoff simulation. 
As shown in Figure 16, all selected precipitation products demonstrate strong error dampening 
effects in runoff simulation. ERA5’s error dampening effect is weaker than other products, suggesting 
that its observation technology and inversion algorithms require further improvement to enhance 
hydrological simulation performance in the study area. Although BMA performs best in precipitation 
error evaluation, its improvement in error reduction from precipitation to runoff is limited compared 
to other products. MSWEP and GSMaP-G show the best error dampening effects in runoff simulation, 
highlighting their potential for driving hydrological models in the study area. Additionally, MSWEP 
and GSMaP-G incorporate ground observations or data correction, suggesting that integrating 
observed precipitation into BMA products could more effectively reduce errors from precipitation to 
runoff in future studies. This section analyzes the error dampening effects of various products from 
precipitation to runoff, while the influence of basin size, climate zone, and season on error dampening 
remains to be explored. 
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Figure 16. Error propagation ratio K of six precipitation products from precipitation to runoff in the Ganjiang 
River Basin. 

5.4. Improvements in Future Research 

This study uses a general BMA framework to weight-fuse four precipitation products and 
analyzes the spatial distribution of ensemble members’ relative weights in the Ganjiang River Basin. 
However, the temporal distribution of weights is not explored. Future research could explore 
adaptable BMA frameworks, such as dynamic, multi-stage, and quantile-based methods [22, 43], to 
yield more reliable precipitation estimates and improved runoff simulations. 

Although BMA excels in integrating precipitation products, it may be affected by spatial 
variations in data sources and complex geographical environments [44]. Many studies indicate that 
BMA-based precipitation estimation exhibits significant uncertainties in complex terrains. Rahman 
et al. (2020) [45] found that the uncertainty of the Dynamic Clustered Bayesian Model Averaging 
(DCBA) method was highest in glacier areas and lowest in extremely arid regions, with precision and 
correlation peaking at low elevations. Ma et al. (2018) [46] found that the dynamic BMA method 
performed best at 1,000–3,000 m over the Tibetan Plateau, with performance deteriorating at altitudes 
above 4,000 m. 

In this study, the mountainous areas in the southwestern Ganjiang River Basin could influence 
precipitation estimation [47]. Additionally, the Ganjiang River Basin, a typical subtropical monsoon 
region with mild climate and abundant precipitation, is well-suited for the BMA scheme. However, 
the applicability of BMA in other complex climate zones, such as tropical humid and cold arid regions, 
remains to be investigated. Therefore, despite improved BMA performance, further research is 
needed to develop dynamic BMA frameworks for complex terrains and climates and incorporate new 
or improved data sources. Finally, the BMA scheme could be further enhanced through methods 
such as machine learning (ML) [48] and neural networks (NN) [49]. 

6. Conclusions 

In this study, the BMA method is used to generate a merged precipitation product by fusing 
multi-source datasets (CHIRPS, ERA5, GSMaP-G, and IMERG-F) in the Ganjiang River Basin. BMA, 
its ensemble members, and MSWEP are compared and analyzed at daily, monthly, and seasonal 
scales. Additionally, the VIC model is employed to assess the impact of six precipitation products on 
simulated runoff in the basin. The main conclusions are as follows: 
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The performance of BMA in evaluation metrics such as CC, RMSE, and KGE on daily and 
monthly scales is significantly ahead of other products. The estimated precipitation demonstrates 
great applicability in the spatial distribution of the study area, showing good correlation and weak 
dispersion with observed precipitation. GSMaP-G and MSWEP exhibit better availability in the 
Ganjiang River Basin, while ERA5 significantly overestimates precipitation in most areas.  

Seasonal evaluation reveals seasonal variations and differences in precipitation estimation 
between the BMA and other precipitation products. In spring and summer, the BMA performs best 
in terms of POD and FAR. In autumn and winter, it is significantly better than other products in RB 
and KGE. The BMA effectively improves deficiencies in precipitation estimation of ensemble 
members in different seasons. 

Higher-performing ensemble members receive greater weights in BMA, with GSMaP-G 
achieving the highest median weight of 0.34 and contributing the most to the merged product. ERA5 
follows, with weights ranging from 0.25 to 0.35. CHIRPS and IMERG-F have the lowest scores and 
contribute minimally to BMA. 

The VIC model driven by BMA achieves ideal results in daily and monthly runoff simulations, 
with simulated and observed runoff trends closely aligned. The average monthly runoff in wet and 
dry seasons closely matches observed values. The product demonstrates strong applicability in the 
study area and meets the requirements for long-term runoff simulation in the Ganjiang River Basin. 
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