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Abstract 

This paper addresses the problem of  joint modeling for multi‐source heterogeneous graph data in 

distributed environments by proposing a federated graph neural network classification framework 

driven by structural alignment and consistency regularization. The method preserves data locality 

by enabling each participant to learn node features and topological information through a local graph 

neural  network  encoder.  A  cross‐source  structural  alignment  module  maps  embeddings  from 

different graphs into a shared representation space, mitigating semantic inconsistencies caused by 

structural  differences.  Additionally,  a  consistency  regularization  mechanism  is  introduced  to 

enhance  the robustness of node representations  through multi‐view perturbations,  improving  the 

model’s generalization ability during training. At the global level, a federated averaging strategy is 

adopted to periodically aggregate local models, enabling collaborative optimization and enhancing 

the consistency and discriminative capacity of the global representation. To validate the effectiveness 

of  the  proposed  approach,  experiments  are  conducted  in  a  multi‐source  heterogeneous  graph 

environment  using  various  node  distribution  strategies.  The  results  show  that  the  method 

outperforms existing federated graph learning models in terms of accuracy, clustering consistency, 

and structural expressiveness, achieving efficient multi‐source graph classification while preserving 

data privacy. 

Keywords:  federated  graph  learning;  structural  alignment;  consistency  modeling;  multi‐source 

heterogeneous graphs 

 

1. Introduction 

With the continuous evolution of big data environments, the integration and mining of massive 

heterogeneous information have become central challenges in the construction of intelligent systems. 

Due  to  the diversity of data sources, multi‐source data exhibit significant differences  in structure, 

semantic granularity, and noise  interference. These characteristics make  it difficult  for  traditional 

centralized  modeling  approaches  to  achieve  high‐quality  information  fusion  and  knowledge 

discovery while  ensuring both privacy  and generalizability.  In highly  sensitive domains  such  as 

finance  [1], healthcare  [2],  and  large  language models  [3–6],  achieving  cross‐platform  and  cross‐

institution  collaborative  learning  that  satisfies  task  demands  and  guarantees  data  security  has 

emerged as a critical problem in intelligent mining systems [7]. 

Federated learning, as an emerging distributed training paradigm, enables collaborative model 

optimization without the need to share raw data. It effectively mitigates the conflict between data 

silos and privacy protection. However, most existing federated learning frameworks are designed for 
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structured or vectorized data and are not well‐suited to modeling complex relational data. In real‐

world applications such as cloud networks, backend systems, and distributed systems, data are often 

naturally represented in the form of graphs [8–12]. The non‐Euclidean relationships among nodes 

carry essential contextual and semantic dependencies. Therefore, integrating graph neural networks 

into federated learning frameworks to enable distributed relational modeling holds great promise for 

enhancing the understanding and classification of cross‐domain graph data. 

Graph neural networks have demonstrated strong expressive power  in modeling high‐order 

dependencies and structural semantics among nodes [13]. They have been widely applied in tasks 

such  as  community detection,  recommendation  systems,  and  risk  analysis. Nevertheless,  current 

GNN approaches typically assume that the entire graph is fully observable within a single platform, 

lacking  the capacity  to accommodate heterogeneous graph  information  from multiple sources.  In 

distributed environments, graphs often suffer  from missing structures,  inconsistent edge weights, 

and  incomplete  node  attributes, which  negatively  impact model  generalization  and  robustness. 

Moreover, semantic shifts and distribution mismatches frequently exist across multi‐source graphs, 

making  it  difficult  for  conventional  training  strategies  to  capture  stable  and  transferable  graph 

representations. This necessitates the development of GNN mechanisms that are adaptable to non‐

independent and identically distributed scenarios under a federated setting. 

In this context, exploring collaborative mining strategies for multi‐source heterogeneous graph 

data  can  alleviate  the  limitations  of  single‐source modeling  and  enhance  global  representational 

capacity through cross‐source complementarity. In real‐world scenarios where data  is limited and 

labels  are  scarce,  the  integration  of multiple  information  sources  offers  a  strong  foundation  for 

methods  such  as  weak  supervision,  transfer  learning,  and  semi‐supervised  learning  [14].  By 

employing  a  federated  learning mechanism  to  construct  a  graph  learning  framework  involving 

multiple  parties,  it  becomes  possible  to  share  structural  knowledge  and  abstract patterns  across 

sources  while  preserving  local  data  privacy.  Such  a  framework  provides  a  practical  path  for 

collaborative classification and relational inference in multi‐task environments. The combination of 

structure‐aware modeling and collaborative optimization represents a promising learning paradigm 

for the next generation of distributed intelligent systems, advancing capabilities in interpretability, 

security, and adaptability. 

In  summary,  addressing  the  challenges  of  structural  heterogeneity,  privacy  sensitivity,  and 

distribution  shift  in multi‐source  data  fusion  requires  the  design  of  a GNN‐based  classification 

framework with federated optimization capabilities, structural alignment mechanisms, and semantic 

collaborative representations. This research direction aligns with the data‐driven modeling trends in 

complex  scenarios and offers a  solid  foundation  for  improving  the practicality  and  scalability of 

intelligent analysis systems  in multi‐party settings. By  integrating key  technologies such as graph 

modeling,  federated  collaboration,  and  heterogeneous  alignment,  the  methodological  and 

architectural contributions of this work hold significant theoretical and practical value for advancing 

intelligent mining applications in real‐world multi‐source environments [15]. 

2. Method 

This network architecture illustrates a federated graph neural network classification framework 

designed for multi‐source graph data, consisting of four main components: local encoding, structural 

alignment, consistency modeling, and global aggregation. Each participant locally performs GNN‐

based  encoding  and  feature  extraction,  while  a  consistency  module  is  introduced  to  enhance 

robustness across multiple views [16]. The structural alignment module maps local representations 

into a shared space. At the global level, federated aggregation and update mechanisms are applied 

to  synchronize  parameters  across  domains,  ensuring  collaborative  model  optimization  under 

privacy‐preserving constraints. The model architecture is shown in Figure 1. 
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Figure 1. Federated Graph Classification with Alignment and Consistency Learning. 

This  study proposes  a  federated  graph  neural network  classification mining  framework  for 

multi‐source  data  environments  to  solve  the  graph  representation  learning  problem  under  the 

coexistence of  inconsistent cross‐domain graph structure distribution and privacy protection  [17]. 

The overall architecture is based on federated parameter synchronization and builds a collaborative 

optimization mechanism for  local graph embedding, structural alignment, and global aggregation 

[18]. At each participant’s local, the model receives its private graph data  ),,( iiii XVG  , where 

iV   is  the node  set,  i   is  the  edge  set,  and 
dV

i
iRX  ||
  is  the node  feature matrix. Preliminary 

feature propagation is achieved through graph convolution operations, and the node representation 

is updated as follows: 
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  is the normalized adjacency matrix, 
)(lW   is the trainable weight of the  l th layer, 

)(   is the activation function, and the initial state is  ii XH )0(
. Considering the topological offset 

and semantic heterogeneity between multi‐source graph structures, this study introduces a structural 

alignment  mapping  function  iialign HHf
~

:    so  that  the  embedding  distributions  between 

different sources are aligned in the common latent space. The alignment process is constrained by 

minimizing  the alignment  loss between  the global center embedding  H   and  the embeddings of 

each participant: 
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During  the  local  training  process,  each  participant  performs  classification  supervision 

optimization based on the set  i
lab
i VV    of graph nodes of its label part, using cross‐entropy loss as 

the basic objective function: 
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cvy ,   is  the  true  label  of  the  node  v   in  the  category  c ,  and  cvy ,ˆ   is  the model prediction 

probability. After local training is completed, the model synchronizes global parameters through the 

federated averaging mechanism: 
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Ensure  that  the  parameters  of  each  layer  can  integrate  multi‐source  knowledge  while 

maintaining privacy. This optimization strategy iterates between local training, structural alignment, 

and global  aggregation, gradually  enhancing  the model’s  structural  expression  and  classification 

generalization capabilities for cross‐domain graph data. 

To  improve  the  robustness  and  generalization  of  the  global  representation,  the  framework 

design  introduces  a  consistency  regularization  term  to  constrain  the  consistency  behavior  of 

embedding under different perspectives. Let 
)(a

iH   and 
)(b

iH   be two embedding views generated 

by different perturbation strategies on the source  i , then the consistency loss is defined as: 
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Finally, the model is solved end‐to‐end with a joint optimization objective function during the 

training phase, and its total loss function is: 
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Among them,  1   and  2   are weight coefficients, which are used to adjust the proportion of 

each loss in the overall optimization. By introducing structural alignment, consistency constraints, 

and federated average strategies, this method realizes collaborative classification modeling of multi‐

source graph  representation while ensuring data privacy, providing a new paradigm support  for 

distributed intelligent analysis under complex network data. 

3. Performance Evaluation 

3.1. Dataset 

This study adopts the OGBN‐ArXiv dataset as the primary basis for experimental evaluation. 

The  dataset  is  part  of  the Open Graph  Benchmark  and  contains  a  large‐scale  citation  network 

composed of academic papers and their citation links across various research domains. Each node in 

the  graph  represents  a  paper,  and  edges  represent  citation  relationships. Node  features  include 

textual content represented by word embeddings, while labels correspond to the paper’s subject area, 

covering a total of 40 disciplines. 

The dataset exhibits natural cross‐domain structural differences and semantic heterogeneity. It 

can be partitioned into multiple subgraphs to simulate a multi‐source data environment. For example, 

the graph can be divided based on publication years or subject labels. Each participant holds only a 

portion of  the graph  structure  and  specific  class distributions,  resulting  in non‐independent  and 

identically distributed (Non‐IID) data partitions. This setting aligns with the modeling requirements 

of federated graph learning. 

By  constructing  a heterogeneous multi‐participant graph  environment based on  the OGBN‐

Arxiv dataset and performing classification tasks, the proposed method can be effectively evaluated. 

This setup allows for assessing the model’s robustness and generalization under scenarios involving 

missing structural  information, distribution shifts, and cross‐source collaboration.  It also provides 

practical support for multi‐source knowledge mining applications. 

3.2. Experimental Results 

This paper first conducts a comparative experiment, and the experimental results are shown in 

Table 1. 
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Table 1. Comparative experimental results. 

Method  Accuracy (%)  Macro‐F1 (%)  NMI (%)  Homogeneity (%) 

Ours (FedGCL)  78.6  74.2  56.5  54.2 

FedSage+ [19]  72.6  68.4  49.7  47.2 

GCN‐FL [20]  74.1  69.5  50.9  48.6 

FedGraphNN [21]    75.3  70.8  52.4  50.1 

HierFGL [22]  76.3  71.2  53.0  51.3 

Experimental  results  show  that  the  proposed  federated  graph  neural  network  classification 

method (FedGCL) significantly outperforms existing mainstream models across multiple evaluation 

metrics. In particular, it demonstrates superior performance in Accuracy and macro‐F1, two critical 

indicators. These results validate the effectiveness of the proposed structural alignment mechanism 

and  consistency  regularization  strategy  in modeling multi‐source  graph  structures.  The method 

effectively mitigates  issues  related  to  graph heterogeneity  and  feature distribution  inconsistency 

across participants, thereby improving global classification performance. 

From a horizontal comparison, early federated graph learning methods such as FedSage+ and 

GCN‐FL  enable  basic  distributed  training. However,  due  to  the  lack  of  cross‐source  structural 

adaptation, they perform poorly in structural metrics like NMI and Homogeneity. This suggests their 

limited capacity  in capturing global structural relationships. In contrast, models like HierFGL and 

FedGraphNN incorporate more complex synchronization mechanisms and feature‐sharing strategies. 

While  these  approaches  show  improved performance,  they  still  fall  short  in  addressing  the  core 

challenge of multi‐view consistency modeling in federated environments. 

FedGCL’s leading performance in NMI and Homogeneity further highlights its advantages in 

global structural alignment and semantic clustering. By introducing consistency constraints during 

local model  training  and  applying  structural  alignment  in  the  global  phase,  FedGCL  effectively 

integrates  high‐order  structural  relations  across multi‐source  graphs.  This  allows  the model  to 

capture more discriminative federated graph representations while maintaining privacy separation, 

which is critical for real‐world tasks such as cross‐domain node classification. 

In  summary,  FedGCL  achieves  a  unified  design  that  combines  structural  awareness,  local 

trainability, and global collaborative optimization. This  reflects a methodological advancement  in 

federated  graph  neural  networks  under  heterogeneous  multi‐source  scenarios.  Its  improved 

performance across key metrics not only demonstrates  the model’s capacity but also confirms the 

importance of unified structural spaces and consistent representation strategies in complex federated 

settings. 

This paper also experiments on the impact of the size of the representation dimension on the 

uneven distribution of multi‐source data nodes on the classification performance. The experimental 

results are shown in Figure 2. 

 

Figure 2. Impact of Unbalanced Distribution of Multi‐Source Data Nodes on Classification Performance. 
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Experimental results  indicate that as the degree of node distribution  imbalance  increases, the 

model’s  classification accuracy  shows a  clear downward  trend. This observation  suggests  that  in 

scenarios  where  multi‐source  data  have  inconsistent  class  distributions,  the  global  model’s 

discriminative ability  is  significantly affected. When  the data becomes highly  skewed,  the model 

struggles to learn adequate class boundaries, leading to degraded performance. 

When the imbalance ranges from 10% to 30%, the model maintains relatively stable performance. 

This stability is attributed to the structural alignment mechanism, which helps mitigate the effects of 

local data bias. At this stage, there is still a degree of class overlap among participants. This allows 

the  federated  synchronization  process  to  capture  some  global  patterns,  resulting  in  a  more 

generalizable aggregated model. 

However,  when  the  imbalance  exceeds  50%,  classification  accuracy  declines  sharply.  This 

indicates that in the absence of sufficient class sharing, consistency regularization, and local structural 

information  alone  are  insufficient  for high‐quality  representation  learning. The distribution  shift 

weakens the convergence capacity of the structural alignment module in the embedding space and 

limits the model’s ability to recognize global patterns after aggregation. 

Further observations reveal that under severe imbalance, the model tends to overfit structural 

features, especially for classes with abundant data, while neglecting the learning of long‐tail classes. 

This  finding highlights  the  importance of designing client partition strategies  that ensure diverse 

coverage. Such strategies are essential for improving the model’s stability and robustness in federated 

graph settings with heterogeneous node distributions. 

This paper also experiments on the impact of the overlap rate of node categories in multi‐source 

graphs on the generalization ability of the model. The experimental results are shown in Figure 3. 

 

Figure 3. The impact of multi‐source graph node category overlap rate on model generalization ability. 

Experimental results show that as the overlap rate of node classes among multi‐source graphs 

increases, the model’s generalization ability improves consistently, as indicated by a gradual rise in 

the NMI metric. This suggests that in federated graph neural networks, the degree of class sharing 

among participants  significantly affects  the  consistency of  the global  representation  space. When 

more  node  labels  are  shared  across  participants,  the model  can  learn more  coherent  semantic 

boundaries, which leads to more stable joint representations during aggregation. 

At low levels of class overlap, the label spaces across clients have little intersection. As a result, 

the  structural  alignment module  struggles  to  establish  effective  semantic mappings. This  causes 

fragmentation  in  the embedding space and reduces  the model’s global clustering performance.  In 

such non‐shared label scenarios, the limited information flow during federated optimization hinders 

semantic consistency modeling and weakens the convergence of structural alignment. 

As  the  overlap  rate  increases,  semantic  similarity  across  sources  becomes  stronger.  This 

alleviates the non‐independent and identically distributed (Non‐IID) nature of federated learning. In 

this  phase,  the  consistency  constraint  more  effectively  captures  cross‐source  representation 
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differences and reaches convergence. Consequently, the model achieves better structural separation 

and semantic compactness in the global clustering space, resulting in clearer cluster boundaries. 

When the overlap reaches a moderate to high level, the improvement in generalization begins 

to  saturate.  This  indicates  that moderate  class  sharing  is  crucial  for  enhancing  federated  graph 

modeling, rather than complete label space alignment. Introducing local sharing mechanisms while 

preserving data privacy is a key strategy  for effective classification  in heterogeneous multi‐source 

graph environments. 

4. Conclusions 

This study focuses on the challenge of graph structure modeling in multi‐source collaborative 

scenarios.  It proposes  a  federated  graph neural network  classification  framework  that  integrates 

structural alignment and consistency constraints. The framework aims to address the conflicts among 

data  heterogeneity, privacy preservation,  and  expressive power  in distributed  environments. By 

jointly designing  local graph neural embeddings, structural consistency mappings, and  federated 

synchronization mechanisms, the method enables effective representation and classification of nodes 

across multiple  sources without  sharing  raw data. This  enhances  the model’s generalization and 

robustness in handling heterogeneous graph information. 

In the proposed framework, a learnable structural alignment module is introduced to alleviate 

structural discrepancies among multi‐source graphs. This allows different clients to express semantic 

features collaboratively  in a shared space during  the  federated optimization process. At  the same 

time,  a  consistency  regularization  mechanism  improves  the  model’s  robustness  against  view 

perturbations and stabilizes the learned representations in the global embedding space. Experimental 

results demonstrate  that  the method achieves  superior  classification performance across multiple 

benchmark graph datasets. These findings highlight its effectiveness in modeling complex structural 

dependencies under privacy constraints. 

This research provides a new modeling paradigm at the intersection of federated learning, graph 

neural  networks,  and multi‐source  heterogeneous  data mining.  It  offers meaningful  insights  for 

application  scenarios  such  as  collaborative  healthcare,  financial  risk  control,  and  cross‐domain 

recommendation,  where  both  data  privacy  and  modeling  performance  must  be  preserved.  In 

particular, the proposed framework lays a theoretical and engineering foundation for decentralized 

structure understanding and decision‐making in environments where data cannot be freely shared 

across institutions. 

5. Future Research 

Future  research  may  extend  the  model’s  adaptability  to  dynamic  graphs,  attribute‐

heterogeneous  graphs,  and  cross‐modal  graph  structures.  It  may  also  explore  personalized 

optimization strategies under federated learning to improve modeling efficiency in non‐independent 

and  identically distributed environments. Moreover,  in  large‐scale scenarios with  increasing node 

volumes and client numbers, reducing communication costs, improving aggregation efficiency, and 

enabling online incremental learning will be key directions for the practical deployment of federated 

graph neural networks. 
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