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Abstract: Nuclear Magnetic Resonance (NMR) and its various forms are extensively utilized in both research 
and clinical settings to analyse molecules. NMR data pre-processing, while essential to NMR data analysis, can 
be uniquely complex. Despite the availability of software tools, understanding these processes can be 
challenging, complicating the selection of appropriate pre-processing steps. In this review, we elucidate pre-
processing steps in the time domain from a mathematical and statistical perspective, explaining direct current 
offset removal, eddy current correction, shift and linear prediction, weighting, zero filling, and domain 
transformation using plain language and fundamental mathematical formulas. Our objective is to clarify these 
processes in simple terms and provide general guidance. 

Keywords: NMR; pre-processing; direct current offset removal; eddy current correction; weighting; 
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Introduction  

Overview of NMR techniques 
Nuclear Magnetic Resonance (NMR) spectroscopy is a highly effective analytical tool for 

providing intricate details about the molecular structure, composition, and dynamics of a sample. It 
has also given rise to many new techniques, including Magnetic Resonance Spectrometry (MRS), 
Nuclear Magnetic Resonance Imaging (MRI), Functional MRI (fMRI), Diffusion MRI (dMRI), and 
Diffusion Tensor Imaging (DTI) 1–5. These NMR techniques find widespread applications in fields 
such as chemistry, biology, agriculture, and medicine 6–9. With the ability to analyse metabolites, 
detect the structures of DNA, RNA, and proteins, and visualize human internal organs/serum 
without ionizing radiation, these techniques are truly versatile and valuable 10–14.  

NMR data acquisition and pre-processing overview 
NMR data acquisition 
NMR spectroscopy involves subjecting a sample to a powerful magnetic field and applying 

radiofrequency pulses. This strong magnetic field aligns the nuclear spins of the molecules’ nuclei in 
the sample. 

When exposed to the radiofrequency radiation produced by an NMR spectrometer, the nuclei 
in molecules absorb the energy and transition to higher energy levels when possible. This 
phenomenon is known as excitation. 

After the radiofrequency pulses are turned off, the nuclei undergo relaxation, releasing the 
absorbed energy and returning to their original energy levels. The decaying signal resulting from this 
relaxation process is captured by a receiver coil surrounding the sample tube. The weak energy-
varying currents induced by the relaxation are detected as raw signals from the molecules. 

Figure 1 uses a proton as an example nucleus to illustrate how a proton signal is generated. 

Disclaimer/Publisher’s Note: The statements, opinions, and data contained in all publications are solely those of the individual author(s) and 
contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting 
from any ideas, methods, instructions, or products referred to in the content.
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Figure 1. Illustration of the process of generating a proton signal in NMR spectroscopy. 

Before becoming raw NMR data, these signals undergo amplification and digitization. Raw 
NMR data visually portray signal changes over time, as seen in Figure 1's middle section, capturing 
their dynamic variations. Hence, they are termed time domain NMR data. 

NMR Data Pre-processing 
NMR signals recorded in the time domain cannot be directly used for clinical and research 

purposes. Various pre-processing steps are necessary to transform the raw NMR data into a suitable 
format for analysis.  

The initial step in NMR data pre-processing is the conversion of raw NMR time-domain files, 
referred to as Free Induction Decay (FID) data, from an unreadable binary format to text. This 
conversion is a standard and uncomplicated task that is typically carried out by NMR software, 
including the ones listed in Table 1. The resulting text file represents the data in a way that makes it 
readable and usable. 

Table 1. Common NMR time domain pre-processing steps. 

 Order Pre-processing 

step 

Purpose Examples of software* 

1 Free Induction 

Decay (FID) 

conversion 

Read FID binary files and 

convert into text format  

TopSpin, SpinWorks, 

ACD/LABS, NMRPipe, rNMR, 

Mnova, NMR Metabolomics 

Quantified  

2 Direct Current 

(DC) offset 

removal 

Remove DC offsets  TopSpin, SpinWorks, NMRPipe, 

rNMR 
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3 Eddy Current (EC) 

correction 

Estimate and remove EC 

effect  

eddy 

4 FID shift and 

Linear Prediction 

(LP) 

Remove distorted starting 

points, apply LP to impute 

missing points.  

TopSpin, SpinWorks, 

ACD/LABS, NMRPipe, Mnova 

5 Weighting Multiply a nonlinear 

function 

TopSpin, SpinWorks, 

ACD/LABS, NMRPipe, rNMR, 

Mnova, NMR Metabolomics 

Quantified 

6 Zero filling Add zeros to the end of FID TopSpin, SpinWorks, 

ACD/LABS, NMRPipe, rNMR, 

Mnova, NMR Metabolomics 

Quantified 

7 Domain 

transformation  

Transform time domain 

FID to another domain 

TopSpin, SpinWorks, 

ACD/LABS, NMRPipe, rNMR, 

Mnova, NMR Metabolomics 

Quantified 

* 15–22. 

The second pre-processing step removes unwanted signal interference known as “'Direct 
Current (DC) offsets,” which can affect FID signals. Tools like TopSpin, SpinWorks, NMRPipe, and 
rNMR (Table 1) perform this task to restore signal integrity for analysis. 

The third step involves fixing "Eddy Current" (EC) effects. Eddy currents are like swirling 
currents caused by the radiofrequency turning on and off or the presence of nearby metal objects, 
among other things. These swirling currents can disrupt the magnetic field of the NMR machine and 
make our data a bit messy. Correcting for EC effects is a complex task that involves compensating for 
these distortions. Specialized tools designed for MRI data, such as the "eddy" tool listed in Table 1, 
are often used for this purpose. 

The fourth pre-processing step involves FID shift and Linear Prediction (LP). FID shift aligns the 
FID signal by shifting data points left or right when there is time misalignment. Linear Prediction 
(LP) estimates missing values caused by short data recordings or FID shift. Commonly used tools for 
FID shift and LP, listed in Table 1, include TopSpin, SpinWorks, ACD/LABS, NMRPipe, and Mnova. 

The fifth pre-processing step is weighting, often used to adjust signal decay in the time domain. 
This involves multiplying the time-domain data by a chosen nonlinear weighting function, which 
can make the signal decay faster or slower. The software tools listed in Table 1 are capable of handling 
this step during NMR data pre-processing. 

The sixth step, zero filling, involves adding zeros to the end of the FID to improve apparent time 
resolution. While these additional data points don't provide new information about the signal, they 
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enhance its visual representation and can benefit specific data analysis techniques. All the software 
tools in Table 1 can perform zero filling. 

The final pre-processing step in the time domain is transformation, which involves converting 
the time-domain FID data into a different domain using a mathematical operation. This 
transformation is supported by all the software tools listed in Table 1. 

These pre-processing steps are essential for effectively analysing NMR time domain data. While 
some recent reviews may have omitted some of these steps 23–26, our review article aims to 
comprehensively examine each pre-processing step, focusing on the rationale, algorithms, and 
statistical aspects. We skip converting FID data from binary to text because that's a basic computer 
science task. Instead, we concentrate on the theory and the proper application of the subsequent steps. 

Direct current (DC) offset removal  

To ensure accurate NMR data analysis, we need to address Direct Current (DC) offset, a constant 
voltage added to the NMR signal due to various factors like instrument imperfections or interference.  

Before delving into DC offsets, let's simplify a crucial concept: frequency. Frequency measures 
how quickly a signal changes, in Hertz (Hz), representing cycles per second. In Figure 2A, the signal 
centres at zero and completes 10 cycles per second (10 Hz). To distinguish signals, we convert time 
domain data into the frequency domain, where signals are represented based on their frequencies. 
Figure 2B shows a peak at 10 Hz. 

 

Figure 2. Effect of DC voltage on a signal. (A). Time domain signal without DC offset. (B). Frequency 
domain signal without DC offset. (C). Time domain signal with DC offset. (D). Frequency domain 
signal with DC offset, indicating a 'glitch' (unexpected non-signal line). 

However, when a signal detector in an NMR spectrometer has a DC voltage offset, the signal's 
centre shifts away from zero in the time domain plot (Figure 2C), causing an unexpected non-signal 
line on the very left in the frequency domain plot (Figure 2D). To address this issue, it is necessary to 
remove the DC offset in the time domain. Currently, there are at least three methods available to 
accomplish this task. 

Last data point method 
Subtract the last data point's value from all data points using this formula: "new data point" = 

"original data point" - "last data point." It's simple but not very reliable when signals haven't 
converged. 

Tail points method 
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Average the last 10-20% of data points and subtract this average from all data points using the 
formula: "new data point" = "original data point" - "average of tail points." This method is generally 
more reliable than the last point 27. However, it's less effective and might even perform worse than 
the last point method when dealing with signal asymmetry or insufficient recording time. 

Phase cycling method  
Before discuss this method, let’s describe what is phase. Phase indicates position within a cycle 

in a signal and it causes a signal upon and down as shown in Figure 2A. Mathematically, a signal in 
Figure 2A contains a cosine function, and the angle of this cosine function is phase.  

Refer to Figure 3 to understand phase cycling method. In Figures 3A-B, we see a signal with a 
DC offset in both time and frequency domains, similar to Figures 2C-D. Without shifting the 
centreline (0.5 in Figure 3A), flip the signal around it, creating a mirror image (Figure 3C) with a 180-
degree phase difference from the original (Figure 3A), this is equivalent to add 180 degrees of phase 
into cosine function at each time point. Transforming Figure 3C into Figure 3D provides frequency 
domain data with a reversed signal peak direction. Notably, the DC offset remains consistent in 
Figures 3A and 3C, and the unexpected line observed in Figure 3B also appears in Figure 3D. 

 

Figure 3. Direct current removal with phase cycling. A-B: Signal with a DC offset in both the time and 
frequency domains. C-D: The same signal with a 180-degree phase difference in both the time and 
frequency domains. E is obtained by subtracting A from C, and it is then converted to F. Both E and 
F contain twice the signal amount as in A and B. 

Subtracting Figure 3A from Figure 3C in Figure 3E cleans the signal by eliminating DC offset 
and doubling its strength (maximum amplitude when DC offset is absent). Transforming Figure 3E 
into Figure 3F maintains this doubled signal strength, representing the peak area under the curve in 
the time domain, and eliminates the unexpected line. 
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Real NMR data contain multiple signals, a simple flip does not work, we need another detector 
to record signals with 180-degrees apart. Then we can apply the same subtraction to obtain clean 
signals without DC offset, but be aware that the signal amounts are doubled.  

Comment: The most reliable approach to handle DC offset is by phase cycling when an extra 
detector is available. In cases where the FID recording time is sufficiently long, estimating the DC 
offset using either the last data point or the tail points can be considered. Unfortunately, there is no 
optimal solution for handling DC offset in other situations. 

Eddy current (EC) correction  

Eddy currents cause distortions in the NMR magnetic field, leading to the following effects: 
variations in observed frequencies, fluctuations in signal amplitude, and phase distortions in 
acquired NMR signals.  

A. Magnetic induction without eddy currents. 
B. NMR signal without eddy currents (Time domain). 
C. NMR signal without eddy currents (Frequency domain). 
D. Magnetic induction affected by eddy currents. 
E. NMR signal with eddy currents (Time domain). 
F. NMR signal with eddy currents (Frequency domain). 
In Figure 4A, when there are no eddy currents, a constant magnetic induction results in a 

consistent cyclic signal in the time domain (Figure 4B) and a single symmetric peak in the frequency 
domain (Figure 4C). However, the presence of eddy currents (as seen in Figure 4D) causes the time 
domain signal to become irregular (Figure 4E) and introduces multiple peaks, including negative 
ones, in the frequency domain (Figure 4F). Figure 4F illustrates significant signal distortion caused 
by eddy currents, resulting in changes in peak heights and areas under curves used for data analysis. 
To ensure accurate data interpretation and analysis, it is crucial to correct these distortions. 

 

Figure 4. Illustration depicting the eddy current effect in time and frequency domains. 

Eddy current correction aims to remove the effects of eddy currents (EC). We'll discuss three 
NMR methods and one MRI method for addressing them. 

Phase correction with reference FID  
This method addresses phase distortions caused by eddy currents (EC) through the use of an 

additional FID file containing only a reference signal. By subtracting the reference FID's phase vector 
from that of the experimental FID, we obtain an EC-corrected phase vector. Using these corrected 
phases, we recalculate the EC-corrected FID 28. 
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This approach assumes consistent acquisition settings for both the experimental and reference 
FIDs, ensuring identical phase errors due to EC. While this method could effectively remove most 
EC effects, it does result in the loss of the reference signal. In addition, it's important to be aware that 
this procedure may not fully correct all frequency shifts caused by EC, which could still influence 
peak positions in the frequency domain. 

Removal of solvent signal 
Eddy currents mainly affect the strongest signal. To counter this, we choose a solvent signal with 

a significantly different frequency and significantly increase its concentration in the sample. This 
allows us to exclude or ignore the solvent signal range in the frequency domain, reducing the impact 
of eddy currents. While this approach typically minimizes eddy current effects 28, it may not work 
well if signals of interest share frequencies with the solvent signals, as eddy currents can affect signals 
beyond the strongest one. 

Phase error correction with opposite induction directions 
To address phase errors caused by eddy currents, we employ a two-step approach. Initially, we 

apply a positive magnetic induction as shown in Figure 4A, followed by a repeat with a negative 
induction, keeping all other parameters constant. In the second step, the phase error direction 
reverses while maintaining similar magnitudes. Adding the time domain signals from both steps 
effectively cancels out the eddy current-induced phase errors 28,29. It's important to note that this 
method mitigates uneven phase errors, while some residual frequency shifts may remain. 
Additionally, this method doubles the remaining signal strength. To return to the original signal 
strength, we need to divide FID by 2. 

EC-induced magnetic model 
The Eddy Current (EC)-induced magnetic field model primarily applies to MRI rather than basic 

NMR data. This model establishes the relationship between the EC-induced magnetic field and 
spatial coordinates, with options for handling non-linear effects. 

As we can't directly measure the EC-induced magnetic field, we rely on an iterative optimization 
process to determine model parameters. Specialized software like "eddy" 22,30 plays a crucial role in 
this process. Once we obtain these model parameters and estimate the EC-induced magnetic 
induction, we can correct MRI data for EC effects. 

Comment: Eddy current issues can lead to significant alterations in NMR data. While some argue 
that this concern has diminished with improved NMR instruments 28, it is not advisable to assume 
the absence of eddy current problems and overlook the step of EC correction. We recommend the 
following procedure: 
1) Check the time and frequency domains for eddy current issues, focusing on distorted peaks (see 

Figure 4F). 
2) If you detect eddy current effects and have the necessary resources, perform EC correction in the 

time domain. 
3) If resources are limited, address the issue during domain transformation. Prioritize phase error 

correction and chemical shift calibration during frequency domain pre-processing.  

FID shift and linear prediction  

FID shift 
FID shift involves shifting data points in the FID either to the left or to the right by a certain 

number of points. A left shift moves some points before time 0 beyond the FID, while a right shift 
delays the FID and leaves some points as NAs or zeros. 

Both left and right shifts address the issue of distortion at the starting points of the FID. A left 
shift is suitable for fully recorded FIDs, especially when the shift is small, while a right shift is used 
for intentionally delayed recordings and should be followed by linear prediction (LP). 

The starting part of the FID is crucial as it directly influences the signal areas in the frequency 
domain. Without compensation, an FID shift decreases the starting point's amplitude and affects the 
signal's area, leading to systematic measurement errors on signal strength. 

Linear prediction (LP) 
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Linear prediction (LP) is a common technique used to recover lost data resulting from FID shifts 
or intentional recording delays. LP estimates missing data through either backward or forward 
prediction. 

Backward LP fills in the initial part of the FID by estimating it from neighbouring points 
immediately following the missing data. 

Forward LP, on the other hand, extends the FID's tail or fills in missing values at the end. It 
accomplishes this by predicting these less informative points using a linear combination of more 
informative points from the leading part. This makes forward LP more accurate than backward LP 
in many cases. 

Here are the LP formulas 31: 
             𝐹௡ = ∑ 𝐶௠𝐹௡ା௠ + 𝜀௡௉௠ୀଵ     (Backward linear prediction) 
             𝐹௡ = ∑ 𝐶௠𝐹௡ି௠ + 𝜀௡௉௠ୀଵ     (Forward linear prediction) 
In these formulas, m represents the base point index, P is the total number of base points, 𝐹௡ is 

the predicted point, 𝐹௡ା௠  and 𝐹௡ି௠  are the base points used for backward and forward LP, 
respectively. 𝐶௠ stands for the coefficient of a base point, and 𝜀௡ is the random error associated with 
the predicted point. The prediction process involves an iterative optimization process that utilizes a 
loss function, such as squared differences between 𝐹௡ and ∑ 𝐶௠𝐹௡ା௠௉௠ୀଵ . 

Comment: Care is needed when applying FID shift and backward LP, as they can introduce 
problems such as phase errors, distortion, and unrecoverable errors in the data 32. FID shifts, whether 
left or right, can result in phase errors. Generally, a small left shift is safer than a larger right shift that 
often requires backward LP. 

In contrast, forward LP is generally considered safer, as long as the percentage of predicted data 
remains reasonable. 

Weighting 

Weighting involves multiplying the FID with a nonlinear weighting function, such as 
exponential, Gaussian, or sine bell functions, with the aim of enhancing sensitivity or resolution 33. 
This practice is widely utilized in current methodologies 9,34–39. 

Figure 5A-B shows a simulated FID in the time and frequency domains. Applying a nonlinear 
decreasing weighting function, like a decreasing exponential decay, significantly attenuates the FID's 
tail while sparing the starting part (Figure 5C). This process can reduce the ending part to zeros, 
which is referred to as apodization 40.  

The decreasing weighting function enhances the signal-to-noise ratio (SNR) by reducing noise 
but may broaden peaks in the frequency domain (Figure 5D). This broadening reduces resolution 
and may cause peak overlap, making area estimation more challenging 10,40. 
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Figure 5. Illustration depicting the effect of weighting functions. Only real part is shown. 

A. Time domain plot of a simulated FID with a single peak.  
B. Frequency domain plot corresponding to A.  
C. Time domain plot of A times an exponential decay (𝑒ିଶ.ହ(௝ିଵ)/ே). Here, j is index of a given 

point, and N is the total number of data points in FID.  
D. Frequency domain plot corresponding to C.  
E. Time domain plot of A times an exponential growth (𝑒ଶ.ହ(௝ିଵ)/ே).  
F. Frequency domain plot corresponding to E. 
On the other hand, applying a nonlinear, uneven rising function like a rising exponential 

enhances FID resolution (Figure 5E) and produces a narrow peak in the frequency domain (Figure 
5F). However, it increases noise in the FID tail, reducing SNR and potentially introducing distorted 
and asymmetric peaks 41.  

Comment: Using weighting functions presents a dilemma. While they can improve sensitivity 
or resolution, achieving both simultaneously is impossible. Additionally, weighting functions have 
the potential to distort data, making recovery difficult. We recommend caution when applying 
weighting functions unless there's a clear understanding of the data and a specific goal to enhance 
sensitivity or resolution. If used, ensure consistent application within the same experiment, as Figure 
5 demonstrates the potential for data incomparability otherwise. 

Zero Filling 

Zero filling is a common technique to increase the number of data points in a discrete Fourier 
transform (DFT) of a signal. It involves adding zeros to the end of the time-domain signal before 
performing the DFT. This expands the number of points in the DFT and the frequency bins in the 
frequency domain, creating the illusion of higher digital resolution 27.  
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However, this increased resolution is artificial and doesn't provide additional information about 
the signal. It can also amplify noise due to the added zeros. 

When applying zero filling, it is advisable to ensure that the endpoints of the FID are already 
close to zero. Compared to original signal (Figure 6A-B), even though only half of the signal points 
are used in Figure 6C, the endpoint of this half signal is close to zero. As a result, the signal in the 
frequency domain (Figure 6D) does not differ significantly from the original signal peak (Figure 6B). 

    
Figure 6. Frequency plots illustrating the impact of ending value, zero filling, and signal percentage. 
Only real part is shown. 

A. Original signal in the time domain.  
B. Frequency domain plot of the original signal.  
C. Half signal + half zeros in the time domain.  
D. Frequency domain plot of the half signal + half zeros.  
E. 5% signal + 95% zeros in the time domain.  
F. Frequency domain plot of the 5% signal + 95% zeros.  
Failure to meet this condition can result in wiggles or distorted peaks (Figure 6E-F). Methods 

like forward linear prediction and apodization decay functions  27 can help in such cases, but their 
effectiveness may vary. 

Comment: Zero filling is generally safe when adequate data is recorded and FID endpoints are 
near zero. However, in cases with very few data points (Figure 6E-F), it may not offer significant 
benefits. It's better to extend recording time for more observed data points before considering zero 
filling. If you apply zero filling, ensure the same number of zeros is used for all FIDs within a single 
experiment to maintain data comparability. 

Domain Transformation 
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Domain transformation is a crucial step in which the time domain data of FID is converted into 
the frequency domain. This transformation is necessary because most subsequent data analyses are 
performed in the frequency domain. 

The primary method for domain transformation is the discrete Fourier transform (DFT). It 
mathematically analyses the frequency content of a discrete signal, turning each FID signal into a 
single peak in the resulting spectrum 40.  

The DFT formula can be broken down as follows: 𝑥௞ =  ෍ 𝑥௡ேିଵ
௡ୀ଴ 𝑒ିଶగ௜௞௡/ே 𝑥௞ represents the kth complex number in the frequency domain. 𝑥௡ represents the nth complex number in the time domain. 

N is the total number of data points in the sequence. 
k is the frequency bin index, ranging from 0 to N-1. 
To compute 𝑥௞, each data point 𝑥௞ is multiplied by a complex exponential term 𝑒ିଶగ௜ /ே and 

the contributions are summed up for all n values. This process calculates the contribution of each 
data point at different frequencies and combines them to form the frequency domain representation. 

Another approach is the linear model, which can be used independently or complementarily 
with the Fourier Transform 42. However, for FIDs with multiple signals, the linear model alone may 
be less accurate than the Fourier transform. 

The Bayesian approach is a third method 43,44, offering potential improvements in domain 
transformation. However, its performance relies on prior distribution information. 

The fourth method is the wavelet transform 45, which is less commonly used but advantageous 
for handling uneven frequencies. Unlike the Fourier transform, which assumes constant frequencies, 
the wavelet transform can handle uneven frequency data, making it useful for FIDs affected by eddy 
currents (as discussed in section " 

Eddy Current (EC) Correction"). 
Comment: For standard cases without eddy current issues, we recommend using the Fourier 

transform alone. It's a reliable method that doesn't rely on prior knowledge or the number of signals. 
However, when eddy current problems are present and haven't been corrected, we suggest using the 
wavelet transform instead of the Fourier transform. Eddy currents can alter signal frequencies, which 
Fourier transform alone can't address. The wavelet transform is suitable for handling FIDs affected 
by eddy currents without needing additional data 46. Note that after wavelet transform, frequency 
domain peaks may not be perfectly sharp or symmetric, but forcing them into a predetermined shape 
can lead to information loss. 

Conclusion/Discussion 

NMR and its variants play crucial roles in research and clinical settings. In this article, we've 
delved into the mathematical and statistical aspects of common pre-processing steps, shedding light 
on their challenges and algorithmic choices. 

In previous sections, we've covered six essential time domain pre-processing steps. While our 
review follows the typical pre-processing sequence, it's worth noting that forward LP can be used to 
extend the tail before DC correction and zero filling, especially when the recorded FID is too short. 
Table 2 provides a summary of the discussions in previous sections, including additional steps for 
applying LP. We would like to emphasize some key points from the table. 
1) DC Offset Correction: Prioritize investigating, estimating, and removing DC offsets. This can 

usually be done with phase cycling or a sufficiently long FID recording. 
2) Eddy Current (EC) Correction: EC-induced distortion is a challenging pre-processing step. 

Investigate EC issues in both time and frequency domains. If specific conditions are met, EC 
correction is feasible. Otherwise, use wavelet transform instead of FT during domain 
transformation to address EC-affected signals. 
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3) FID Shift: In general, avoid FID shifts that result in information loss. Exceptions include 
intentional pre-acquisition delays for severe distortion, followed by backward LP. Forward LP is 
useful for extending the FID tail to enhance digital resolution, either on its own or before DC 
offset removal and zero filling. 

4) Weighting: Weighing can enhance sensitivity or resolution, but not both at once. Only apply 
weighting if you're confident it's necessary, and use the same function for all spectra within an 
experiment to ensure comparability. 

5) Zero Filling: Zero filling can boost digital FID resolution. It's recommended if the ending FID 
values are close to zero. If not, consider applying forward LP before zero filling, provided DC 
offset is not an issue. 

6) Domain Transformation: FT is the primary method for domain transformation and works well 
in most cases. However, for uncorrected EC effects, wavelet transform is a better alternative. 
While many NMR pre-processing software tools lack wavelet transform options, dedicated 
packages in languages like R and Python can perform this technique. 

Table 2. Summary of reviewed NMR time domain pre-processing steps. 

Pre-processing 

step  

Possible problems   Our recommendations  

DC (Direct 

Current) offset 

removal  

The DC offset might 

not be correctly 

estimated  

Approach with two sets of scans is the 

best method. When this is not practical, 

we need a converged tail of FID to 

estimate DC offset and remove it. When 

recording time is too short, forward LP 

might be applied before DC offset 

estimation.   

EC (Eddy Current) 

correction  

Additional data or 

specific adjustments 

might not be available.  

Reference FID, isolated solvent peak, 

and opposite magnetic inductions are 

especially useful to remove EC. When 

extra data and tools are not available, 

skip this step and take care of the 

problem in domain transformation.  

FID shift and LP 

(Linear Prediction)  

Might cause severe 

phasing problems, 

distortion and 

unrecoverable errors 

in FID data.   

FID shift plus backward LP is useful to 

deal with serious distortion in the 

leading part of FID even though the 

process is still risky. Otherwise, we 

suggest no FID shift. But forward LP to 
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extend tail is recommended when the 

data are recorded too short.  

Weighting  Could distort data that 

cannot be recovered 

later.  

Skip this step unless you know data very 

well and you are sure to improve 

sensitivity or to enhance resolution.  

Zero filling  Too many zero 

additions might 

change true 

information.  

Zero filling is generally recommended, 

but it is important to ensure that the 

ending values are already close to zero 

and that too many zeros are not added. 

Otherwise, forward LP is needed before 

zero filling. 

Domain 

transformation   

When prior 

knowledge is not 

available, and if there 

are many peaks in the 

FID, some methods 

might not work.  

In general, FT is the best choice since it 

does not require additional information 

and it works well for multiple signals. 

However, wavelet transform is a better 

choice when an EC problem exists. 

In addition to specific pre-processing discussions, it's crucial to respect the data and minimize 
unnecessary alterations. Preserving the original data integrity is essential. Instead of excessive 
manipulation, consider modelling noise during subsequent statistical analysis. This approach 
maintains the accuracy and reliability of data interpretation while minimizing unintended distortion. 
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