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Positive Solutions for Fractional Boundary Value
Problems with Fractional Conditions Using Induction
and Convolution of Lower-Order Problems

Jeffrey W. Lyons

Department of Mathematical Sciences, The Citadel, 171 Moultrie Street, Charleston, SC 29409 USA; jlyons3citadel.edu

Abstract: This paper examines the conditions for the existence and nonexistence of positive solutions
to a class of nonlinear Riemann-Liouville fractional boundary value problems of order « + 2n, where
a € (m—1,m| withm > 3 and m,n € N. The problem’s nonlinearity is continuous and depends
on a positive parameter. We derive constraints on this parameter that dictate whether positive
solutions can be found. Our approach involves constructing a Green’s function by combining the
Green'’s functions of a lower-order fractional boundary value problem and a right-focal boundary
value problem. Leveraging the properties of this Green’s function, we apply Krasnosel’skii’s Fixed
Point Theorem to establish our results. Several examples are presented to illustrate the existence and
nonexistence regions.
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1. Introduction

Letm,n € N,m > 3, witha € (m—1,m]and B € [1,m — 1]. Consider the following Riemann-
Liouville fractional boundary value problem

Dy u(t) + (—1)"Ag(t) f(u) =0, 0<t<1, 1)
subject to the right-focal inspired fractional boundary conditions

u(©)=0, i=01,...,m—-2, Dfu(1l)=0, 2)
Dau(0) = D& (1) =0, 1=0,1,...,n—1.

We assume that f : [0,00) — [0,00) and g : [0,1] — [0, c0) are continuous functions with g(t)
satisfying the condition fol g(t)dt > 0and A > 0is a positive parameter. This paper is concerned with
the existence and nonexistence of positive solutions to (1), (2).

We adopt the approach of Eloe et al. in [5] by constructing the Green’s function associated with
the given problem. This is done by convolving the Green'’s function Gy (¢, s) for a lower-order problem
with the Green's function of a right-focal boundary value problem. We then use an inductive process
to build the higher-order Green’s function corresponding to (1), (2). Additionally, we present key
properties of the lower-order Green'’s functions, as established in [11], and show that these properties
extend to the higher-order Green’s function, providing proofs where necessary. Finally, we apply this
framework in an implementation of the Krasnosel’skii Fixed Point Theorem.

Our method involves the analysis of the operator defined by

1
Tu(t) = (~1)"2 | G(t,9)3(s)f (u(s)) ds,

© 2025 by the author(s). Distributed under a Creative Commons CC BY license.
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which is shown to have a fixed point under suitable conditions on the parameter A. This fixed
point is a positive solution to (1), (2).

This study builds upon the existing literature on fractional boundary value problems that utilize
Krasnosel'skii’s Fixed Point Theorem. Previous research has employed various fixed point theorems to
establish the existence of positive solutions for similar problems, as seen in [1,2,6-9,11,13,15,16]. In
this work, we leverage these findings to determine both the existence and nonexistence of positive
solutions by deriving two distinct parameter constraints on A formulated in terms of the liminf and
limsup of the nonlinearity. This approach is fundamentally reliant on the properties of the Green’s
function, which plays a crucial role in proving the existence of positive solutions.

Section 2 introduces key definitions related to the Riemann-Liouville fractional derivative and
offers directions for further study, along with a statement of Krasnosel’skii’s Fixed Point Theorem. The
following sections focus on constructing the Green’s function and analyzing its properties. In Sections
5 and 6, we determine parameter intervals for A that ensure the existence or nonexistence of positive
solutions. Lastly, we provide examples to demonstrate the application of our main results.

2. Preliminaries and the Fixed Point Theorem

We begin by defining the Riemann-Liouville fractional integral which is used to define the
Riemann-Liouville fractional derivative used in this work.

Definition 1. Let v > 0. The Riemann-Liouville fractional integral of a function u of order v, denoted I, u, is

defined as
1

O] /Ot(t —8)" " Lu(s)ds,

Iyru(t) =
provided the right-hand side exists.

Definition 2. Let n denote a positive integer and assume n —1 < a < n. The Riemann-Liouville fractional
derivative of order a of the function u : [0,1] — R, denoted Dfj, u, is defined as

1 ar

t
D8‘+u(t) = WW/O (t - S)n_a_lu(s)ds = Dnlg:“u(t),

provided the right-hand side exists.

For the interested reader, we cite [3,10,12,14] for further study of fractional calculus and fractional
differential equations.
Now, we present Krasnosel’skii’s Fixed Point Theorem.

Theorem 1 (Krasnosel’skii Fixed Point Theorem). Let B be a Banach space, and let P C X be a cone in P.
Assume that Oy, Q) are open sets with 0 € Oy, and Q1 C Q. Let T : P N (Qp\Qq) — P be a completely
continuous operator such that either

1. ||Tul| > |Jull, u € PNy, and || Tul| < ||u|, u € P NoQy;or
2. | Tu|| < |jul], u € PNoy, and | Tu|| > |jul|, u € P NaQy.

Then, T has a fixed point in P N (Q\ ().

3. The Green’s Function

Now, we construct the Green’s function used for (1), (2) by utilizing induction with a convolution
of a lower-order problem and a right-focal problem. The procedure is similar to that found in [13].
First, the right-focal boundary value problem

—u"=0, 0<t<l1, u(o):(), u/(l):()
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has Green’s function
s, 0<s<t<1
Groo(t,s) = ! - -
foe(t:) {t, 0<t<s<l.

Let Gy (t, s) be the Green’s function for

—Diu=0, 0<t<1, ud©0)=0,i=0,1,...,m—2, DEu(l)=0,

which is given by ([4])

1 to(—l(l _ S)a_l_ﬁ - (t — S)ﬂ(—l[ O S s < t S ]-r

Go(t,s) = T(a)

(1 —s)a 16, 0<t<s<l.

Fork =1,...,n —1, recursively define Gi(t,s) by

1
Gilt,s) = — /0 Gi1(t,7)Goc(r, s)dr.

Then,
1
Gu(t,s) = _/0 anl(trr)Gfoc(rls)drr

is the Green’s function for
—Dyu(t) =0, 0<t<1,

with boundary conditions (2), and G,,_1(t,s) is the Green’s function for
Dy =0, 0<t<1,
with boundary conditions
u®(©0)=0,i=0,1,...,m—2, D u(1)=0,
D& 2u(0) = D u(1) =0,1=0,1,...,n —2.
To see this, for the base case k = 1, consider the linear differential equation
Dyu(t) +h(t) =0, 0<t<1,
satisfying the boundary conditions
u®©0)=0,i=0,1,...,m~2, D u(l)=0,

D u(0) =0, D§f'u(1) =0.

Make the change of variable
o(t) = D32 2u(t).

Then,
D?v(t) = D*Dy 2u(t) = D§2u(t) = —h(t),

and since v(t) = Dg, u(t),

v(0) = D§.u(0) =0 and o'(1) =D !u(1) =0.
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Thus, v satisfies the right-focal boundary value problem
o' +h(t)=0, 0<t<]1,

v(0) =0, o'(1)=0.

Also, u now satisfies a lower order boundary value problem,
Dyiu(t) =o(t), 0<t<1,

u(l)(o)zo’lzo,l,,mfzr Dg+u(1):0

So,
u(t) = [ Golt,s)(~o(s))ds
_ /01 Go(t,s)<— /01 Gfoc(s,r)h(r)ds>dr
= [ ~Golts)Gputs s oy
Therefore,
u(t) = [ Gilt,s)n(s)ds,
where

1
Gi(t,s) = —/0 Go(t,r)Gfoc(T,S)dT"

For the inductive step, the argument is similar. Assume that k = n — 1 is true, and consider the
linear differential equation
Dy u(t) +k(t) =0, 0<t<1,

satisfying boundary conditions (2).
Make the change of variables

ot
so that
D2o(t) = D2 = —k(t)
and
0(0) = D2 Vu0) =0 and /(1) = DXV (1) = 0.

Similar to before, v(t) satisfies the right-focal boundary value problem

o +k(t)=0, 0<t<1,

while u(t) satisfies the lower order problem

DV = o), 0<t<1,

u(0) =0, DP.u(1)=o,
DY u(0) = DI u(1) =0,1=0,1,...,n— 2.
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By induction,

u(t) = [ Gy a(t,5) (ol
= /01 (— /01 Gn-1(t,5)Gfoc(s, r)ds)k(r)dr
= /01 Gn(t,s)k(s)ds.

Therefore,
1
u(t) = / Gn(t,)k(s)ds,
0
where

1
Gul(ts) = —/0 Gu1(£,7)Gpac(r,5)dr.

So, the unique solution to
DY u(t) +k(t) =0, 0<t<1,

satisfying boundary conditions (2) is given by

u(t) = /O L Gt $)k(s)ds.

4. Green’s Function Properties

We now discuss properties for G,(t,s) that are inherited from Go(t,s) and Gy(t,s). The results
of the first lemma regarding Gy, (t,s) are well-known and easily verifiable.

Lemma 1. For (t,5) € [0,1] x [0,1], Gfoc(t,5) € c® and Gfoc(t,s) > 0.
The following lemma regarding Gy (¢, s) is Lemma 3.1 proved in [11].

Lemma 2. The following are true.

(1) For (t,5) € [0,1] x [0,1), Go(t,s) € C.

(2)  For (t,5) € (0,1) x (0,1), Go(t,s) > 0 and 2 Go(t,s) > 0.
(3) For(t,s) €[0,1] x [0,1), t*1Gy(1,5) < Go(t,s) < Go(1,5).

Finally, we prove inherited properties for G, (t,s) from Lemma 2.

Lemma 3. The following are true.
(1) For (t,5) € [0,1] x [0,1), Gy(t,s) € C,
(2) For(t,;s) € (0,1) x (0,1), (—=1)"Gu(t,s) > 0and (—1)" 2 Gy(t,s) > 0.
(3) For(t,s)€[0,1] x[0,1),
(—1)”t“*1Gn(1,s) < (=1)"Gu(t,s) < (—1)"Gy(1,s).

Proof. We proceed inductively for each part.
For (1) with (¢,s) € [0,1] x [0,1), we have the base case k = 1

1
Gy(ts) = —/O Go(t, ) Gpac(r, 5)ds

so by Lemmas 1 and 2, G (t,s) € C(1).
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Now, assume that k = n — 1 is true. Then,

1
Gt s) = —/0 G 1(£,7)Gpoc(r, 5)ds

so by induction and Lemma 1, G, (t,s) € C).
For (2) with (t,s) € (0,1) x (0,1) and using Lemmas 1 and 2, we have the base case k = 1

1
(—=1)'Gi(t,s) = —<—/ Gg(t,r)Gfoc(r,s)dr> >0
0
and
(—1)13G1(t s)=— —/1 3Go(if 1)Groe(1,8)dr | > 0.
ot 1V o ot OV Ffockly
Now, assume that k = n — 1 is true. Then, by induction and Lemma 1

(=1)"Gn(t,s) = (—=1)" <_ /01 Gnl(t,r)Gfoc(r,s)dr)
=(-1)2 (/01(—1)"_1Gn_1(t,r)Gfoc(r,s)dr>

>0,

and

(17 5:6a(0,5) = (41" (= [ 260611 Grar, e )

=(-1)2 </01(—1)”1;Gn_1(t,r)Gfoc(r,s)dr>

> 0.
For (3) with (t,s) € [0,1] x [0,1) and using Lemma 2 (3), we have the base case k = 1
1
(=D 1Gi(1,s) = —1* 1 (—/ Go(l,r)Gfoc(r,s)dr>
0
1
= (/0 —t"‘_lGO(l,r)Gfoc(r,s)dr)
1
< - </0 _GO(t/ r)Gfoc(rrs)dr)

=_ (— /01 Go(t, r)Gfoc(r,s)dr)
= (-1)'Gi(ts),

and
(-1)'Gi(t,s) = — ( /01 Go(t, r)Gfoc(r,s)dr)
= /01 Go(t,7)Groc(r,8)dr
< /01 Go(1,7)Ggoc(r,8)dr

= — (— /01 Go(1, r)GfOC(r,s)dr)
= (-1)'Gi(1,9).
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Now, assume that k = n — 1 is true. Then,
1
(—1)nta71Gn(1,S) _ (_1)nt0¢*1 <_/O Gn_l(l,r)Gfoc(i’,S)d7’>

1

=(-1) )" 16, 1 (1, 7) G (1, 8)dr
0 f
1

< ([ GG 9 )

= (-1)" (_ /01 Gnl(t,r)Gfoc(r,s)dr)
= (=1)"Gu(t,5),

and
(=1)"Gn(t,s) ( Gn-1(t,7)Groc (1, s)dr)
1
2( 126,411 G 51
2( 01 161 (1,1)Graclr, i
( / Gn-1(1,7)Gyoc(r, s)dr)
1)"Gu(1,s).
O

5. Existence of Solutions

We are now in position to demonstrate the existence of positive solutions to (1), (2) based upon
the parameter A using the Krasnosel’skii Fixed Point Theorem and our constructed Green’s function
and properties.

Define the constants

Ac, = [[(-1/'1Gu(1,9)g(6s, Bo, = [ (~1)"Gu(1,)g(s)ds

0
Fy = limsup M, fo = liminf M,
u—0t u u=0% U
= lim sup M, o = liminf @
o U u—eo U

Let B = C|0, 1] be a Banach space with norm

lull = max lu(t)|-

Define the cone

P ={u € B:u(0) =0, u(t) is nondecreasing, and
#13(1) < u(t) < u(1) on [0, 1]}.

Define the operator T : P — B by

Tu(t) = (<1 [ Galt,5)g(6) (u(5))ds.
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Lemma 4. The operator T : P — ‘P is completely continuous.

Proof. Let u € P. Then, by definition,

Tu(0) = (-1)"A /01 Gn(0,5)g(s)f(u(s))ds = 0.

Also, for t € (0,1) and by Lemma 3 (2),

) = 0" [ Gt )g(6)fw(s))ds > 0

which implies that Tu(t) is nondecreasing.
Next, for t € [0,1] and by Lemma 3,

(1) = %1 (=1)"A /01 Gn(1,5)g(s)f(u(s))ds
< (1A [ Galt )30 (u(s))ds
= Tu(h),
and
1
Tu(t) = (<1 [ Galt,5)3()f (u(s))ds
< (1A [ Galt,9)g(6)f(u(s))ds
= Tu(1).

Therefore, Tu € P. A standard application of the Arzela-Ascoli Theorem yields that T is com-
pletely continuous. [

Theorem 2. If
1 1

A< ——,
Ag, foo Bg, Fo

then (1), (2) has at least one positive solution.
Proof. Since FyABg, < 1, there exists an € > 0 such that
(Fo+€)ABg, < 1.

Also since
Fy = limsup M,
u—0t u

there exists an H; > 0 such that

f(u) < (Fp+e)u for ue (0,H].
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Define O = {u € B : ||u|| < Hy}. If u € PNy, then ||u|| = Hy, and

(Tu) (1 ”/\/ Gu(1,8)g(s) f(1(s))ds

"/\/ Gn(1,5)g(s)(Fo + €)u(s)ds

< (Fy+e)u(l A/ 1)"Gp(1,5)g(s)ds
< (Fo +€)[[u[ABg,
< [ul.

Since Tu € P, || Tu|| < ||u|| for u € P NoQy.
Next, since feoA > A there exists a ¢ € (0,1) and an € > 0 such that

n

(foo —€)A > <(—1)” /Cl s"‘lGn(l,s)g(s)ds> 71.

Since

foo = liminf M,

U—00 u

there exists an Hz > 0 such that
f(u) > (fo —€)u for u € [Hz, 00).

Define Hs
H, = max{ ) ,ZHl}

and define O = {u € B : ||u|| < Hy}.
Let u € P NaQy. Then, ||u|| = H,. Notice for t € [c, 1],

1 Hs

u(t) >t Tu(1) > ¢ 1Hp > c*~ a1

= Hs.

Therefore,

(@1)] = (12 [ GalL5)g(5) flus))ds
> [ (-1)'Gu(1,9)306) e — Ju(s)ds
> Afoo — €)u(1)(=1)" /1 16, (1,5)g(s)ds

c
> [ul]-

Hence, || Tu|| > ||u|| for u € P NQ,. Notice since H; < Hy we have Q1 C (). Thus, by Theorem 1 (1),
T has a fixed point u € P. By the definition of T, this fixed point is a positive solution of (1), (2). O

Theorem 3. If

1 <A < ;
Ag, fo BGnFoo'

then (1), (2) has at least one positive solution.
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Proof. Since fyAAg, > 1, there exists an € > 0 such that
(fO - e)/\AGn Z 1.
Then, since

fo = liminf f(u)’

u—0+ u

there exists an H; > 0 such that

f(u) > (fo—e)u, te(0,H].

Define O = {u € B: |ju|| < Hi}. If u € P N0y, then u(t) < Hy fort € [0,1]. So,

(T1)] = (12 [ Gal15)g(5)f(u(s))ds
)L/ s)(fo — €)u(s)ds

> Alfo = eu() /0 (1) 71Go (1, )g(s)ds
> Mfo—€)lul A,
2 ull-

Thus, ||Tu|| > ||u|| for u € P No)y.
Next, since FooBg, A < 1, there exists an € € (0,1) such that

((Fo+€)Bg, +€)A < 1.

Since

f(u)

Feo = limsup —,
u—roo u

there exists an Hz > 0 such that
f(u) < (Fo+e€)u, u € [Hz ).
Define

M = .
ugﬁ)ﬁlés]f(”)

Now, there exists a k € (0,1) with

(—1)n/0k Ga(1,9)g(5)ds < 1.

Let

H
H, = max{ZHl, m 31,1}

and define Oy = {u € B : ||u|]| < Hy}. Letu € P NoQ,. Then, ||u| = Hy and so,
Hj
M(l) = H2 2 ktXi—l > H3.

Now, u(0) = 0. So, by the Intermediate Value Theorem, there exists a y € (0,1) with u(y) = Hs.
But, for t € [k, 1], we have

Hj
ka—l

u(t) >t tu(1) =2 1Hy > k! = Ha.


https://doi.org/10.20944/preprints202504.0217.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 2 April 2025

110f15

So, v € (0, k]. Moreover, since u(t) is nondecreasing, this implies
0< u(t) < Hjz, te [0,7)

and
u(t) > Hs, te€(v,1].

Therefore,
(T1)] = (12 [ Gal1,5)g(5)f(u(s))ds

A<<—1>" [ Guttste)ftulsds + (1" [ 61515060 () )

)\(M/O7

(
(MAG/I + (Fw+e)u(1) /1

v

—1)"Gu(1,s)g(s)ds + (—=1)" /1 Gn(1,5)g(s)(Feo + e)u(s)ds)
v
(1)”Gn(1,s)g(s)ds>

<
<A
< Ae+ (Fo +€)ull Bg,)
< Aellull + (Foo +€)l|u] Bg,)
= Allull(e + (Foo +€)Bg,)

< ful]

Thus, || Tu|| < ||u| for u € P N3Q,. Notice that since H; < H, we have O; C (). Thus, by
Theorem 1 (2), T has a fixed point u € P. By the definition of T, this fixed point is a positive solution
of (1), (2). O

6. Nonexistence Results

Now, we provide two nonexistence of positive solutions results based upon the size of the
parameter A. First, we need the following Lemma.

Lemma 5. Suppose D51 " u € C[0,1]. If (—1)"(—=D§ " u(t)) > 0 forall t € [0,1] and u(t) satisfies (2),

then
(1) uW'(t)>0, 0<t<1,and
2) (1) <u(t) <u(l), 0<t<1

Proof. Let0 <t < 1.
For (1), by Lemma 3 (2),

() = /1 %Gn(t,s)(—Dgfznu(s))ds

_/ cn (t,5)(—1)"(~Di+?"u(s))ds
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For (2), by Lemma 3 (3),
(1) = 21 /01 Gu(1,8)(— DI 2"u(s))ds
= [ G 1,9 (1) (DY ()
< [ (17/Ga, ) (-1)" (- D> us) s

- /01 Gu(t,s)(—Dy " u(s))ds

= u(t),
and
u(t):/l Ga(t,5)(—D%H2"u(s) )ds
—/ )"Ga(t,5)(—1)" (— D21 (s) )ds
</ )G (1,5)(—1)" (=D&t 2" u(s) )ds
_/ Gu(1,3)(—D%H2"u(s))ds
=u(1).
O
Theorem 4. If
A< L
Bg, f(u)

forall u € (0,00), then no positive solution exists to (1), (2).

Proof. For contradiction, suppose that u(t) is a positive solution to (1), (2). Then, (—1)" (—Dg‘fznu(t)) =
Ag(t)f(u(t)) > 0. So by Lemma 5,

- ”A/ Gu(1,8)g(s) f(u(s))ds
«AW%rAcmwwMWs
<ulM)(Bo,)™ [ (161, 9g(5)ds

a contradiction. O

Theorem 5. If
u

Ag, f(u)

forall u € (0,00), then no positive solution exists to (1), (2).

A>
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Proof. For contradiction, suppose that u(t) is a positive solution to (1), (2). Then, (—1)"(—Dg" 2y (t)) =
Ag(t)f(u(t)) > 0. So by Lemma 5,

u(1) = (1A [ Gal1,9)g(6) u(s))ds
> (<1)"(4g,) " [ GulLo)g(u(s)ds

1
> u(1)(46,) 7" [ (<18 1Gu(L,)g(s)ds
0
=u(l),
a contradiction. O

7. An Example

Finally, we calculate approximate bounds of the parameter A for the existence and nonexistence
of positive solutions for specific example. We use Theorems 2, 4, and 5. Examples constructed using
Theorems 3, 4, and 5 are found similarly.

Setn =2,m=23,a =25, =15, and g(t) = t. We note that that g(t) > 0 is continuous for
0<t<1land fol g(t)dt > 0. Now, we have that

Go(L,s) 1 191 =50~ (1-5)1% 0<s<t<],
,S) = =
° ['(25) ] 1151 —5)", 0<t<s<l1
C1-(1-s)t
T T(25)

and we compute

Ag, = /1(—1)251'5G2(1,s)(s)ds
= /01 [— /01 Gl(l,rl)Gfoc(rl,s)drl]52'5ds

1 1 1
— 0 [_/0 /0 —Go(l,rz)Gfoc(rz,m)drz)Gfoc(rlls)drl}szsds

~ 0.03071,

o

and

1 1
= [ 611G oclr )i s

I
S~

1 1 1
) [_/O /0 _Go(llrz)GfOC(rz’rl)dQ)Gfoc(rlrs)dm]sds

o

Now that we have Ag, and Bg,, applying the Theorems is much simpler as they are based on the
liminfs and limsups of choice of f(u).

Example 1. We demonstrate an example for Theorems 2,4, and 5. Set f(u) = uln(u + 1) + 2u. We note that
f(u) > 0is continuous for u > 0. Thus, the fractional boundary value problem is

DS2u(t) + At(uln(u+1) +2u) =0, 0<t<]1, 3)
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u(0) =u'(0) =0, D§>(1) =0 4)
D§?u(0) = D32(1) =0, DgP(0) = DgP(1) =0.

We compute the liminfs and limsups for f(u)/u = In(u + 1) + 2.

foo = lirginf(ln(u +1)+2) =00, Fy = limsup(In(u+1)+2) =2
e u—0+

fo =liminf(In(u +1) +2) =2, Foo = limsup(In(u + 1) +2) = co.
u—0* U—»00

Then, we have
1 1 B

AG,fo 00303100

d
an 1 1

~ ~ 10.52853.
Bo,Fo  0.04749 -2

Next, for u € (0, c0), we investigate

u 1
BG,f(u) ~ Bg,(In(u+1) +2)°

We calculate

1 1 . 1 1

inf = — inf ~ 0) =0
o B+ 1)+2) ~ Bo, weniy @+ 1) 2 ~ 004789 ")

Finally, for u € (0, 00), we investigate

u B 1
Ac,f(u) — Ag,(In(u+1) +2)°

We calculate

1 1 1 1 (1>
su = — su ~ — | = 16.49784.
v on Ac,n(u+1)+2) ~ Ag, ,Sob In(u+1)+2 ~ 0.030307 \ 2

Therefore, by Theorems 2 and 5, if 0 < A < 16.49, then (3), (4) has at least one positive solution, and if
A > 16.49, then (3), (4) does not have a positive solution. We note that Theorem 4 did not yield a meaningful
result here which was expected as a solution exists for small positive A.

Remark 1. Lastly, we note that to find a meaning A range for both nonexistence results and either existence
results simultaneously with g(t) = t, we could choose rational function f(u) with a quadratic numerator and
linear denominator. Thus, f(u)/u is a rational function with a linear numerator and denominator leading to
finite values for each liminf and limsup.

8. Conclusions

In this article, we studied Riemann-Liouville fractional differential equations with order a 4 2n
with n € N that includes a parameter A. The two-point boundary conditions are influenced by standard
right-focal conditions. We established the Green’s function for the boundary value problem by utilizing
a convolution of a lower-order problem and standard right-focal problem by making a change of
variables. Then, we inductively defined the Green’s function for the higher order problem.

Next, we inductively proved many properties inherited by the Green’s function from the lower-
order problems. These properties permitted an application of the Krasnosel’skii Fixed Point Theorem
to establish the existence of positive solutions based upon the size of A. We also established the
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nonexistence of positive solutions based upon choice of A via contradiction. Finally, we discussed a
specific example and proved existence and nonexistence based on the choice of A.

Future research may be to use the approach in this work to establish existence and nonexistence
of positive solutions for other types of boundary conditions. Another avenue could be considering a
singularity at f(0).
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