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Abstract: Leukemia is a form of blood cancer that results in an increase in the number of white blood cells in 

the body. The correct identification of Leukemia at any stage is essential. The current traditional approaches 

rely mainly on field expertise' knowledge, which is time consuming. The poor understanding and a long period 

of examination might damage the human body. In this situation an automated Leukemia identification delivers 

more reliable and accurate diagnostic information. To effectively diagnose acute lymphoblastic Leukemia from 

blood smears pictures, a new strategy based on traditional image analysis techniques with machine learning 

techniques, and a composite learning approach was constructed in this experiment. To identify the type of 

acute Leukemia first, four well-known machine learning models were utilized. It was discovered that Support 

Vector Machine (SVM) Provides the highest accuracy in this scenario. To boost the performance, a deep 

learning model Resnet50 was hybridized with SVM model. Finally, it was revealed that this composite 

approach achieved 99.9% accuracy. 

Keywords: blood cancer; composite learning; deep learning (DL); hybrid model; acute lymphoblastic leukemia 

(ALL); machine learning (ML); ResNet50; support vector machine (SVM) 

 

1. Introduction 

Leukemia is a form of blood cancer that results in an increase in the number of white blood cells 

in the body. Whenever these white cells push aside the platelets and red blood cells, the human body 

begins to behave improperly. It is a diverse category of hematopoietic cancers caused by abnormal 

multiplication of growing leukocytes. These are categorized as acute or chronic, and myeloid or 

lymphoid depending on the originating cell. The most common variants are Acute Myeloid Leukemia 

(AML) and Chronic Myeloid Leukemia (CML), both of which include the myeloid branch, and Acute 

Lymphoblastic Leukemia (ALL) and Chronic Lymphocytic Leukemia (CLL), both of which involve 

the lymphoid sequence. In this investigation, the Acute Lymphoblastic Leukemia (ALL) was used as 

the research subject. 

Microscopic image analysis is very important in early Leukemia testing and accurate diagnoses. 

This analysis describes that how testing blood sample appears under a microscope, including the size 

of blood cells, shape, and the number of different types of blood cells, including red blood cells, white 

blood cells, and platelets. 

The correct identification of Leukemia at any stage is essential. Since current traditional 

approaches rely mainly on microscopic inspection, which itself is time intensive and highly 

dependent on field expertise' knowledge. It has been observed that the lack of knowledge about the 

disease and the conventional medical tests are so time-consuming that it has a very harmful effect on 

the human body over time. In this situation an automated Leukemia identification provides a new 

avenue for reducing human participation while delivering more reliable diagnostic information. ALL 

prediction is a challenging process. Normal physical examinations and information gathered from 

group of specimens are time dependent and money-consuming methods for identifying and 

predicting Leukemia. The condition has occasionally been seen to advance from the premature time 

to noticeably greater levels due to an inadequate evaluation. In contrast to general medical inspection, 
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digital image analysis is now more successful at identifying this condition. The medical community 

greatly benefited from ML. It is a technology utilized by the medical industry to assist medical 

practitioners in managing critical data and delivering clinical outcomes. Finding patterns and insights 

from a picture that would be hard to detect intuitively can be assisted by ML techniques used in 

healthcare. In contrast to conventional methods ML models offer a forecast that is reliable, efficient 

in terms of effectiveness, expense, and time. 

In this work, ML and hybrid learning methodologies are employed to build an automated 

Leukemia monitoring system. This technique will analyze blood smear images for the existence of 

Leukemia. During the initial phase, three well-known single learning models Support Vector 

Machine (SVM), K-Nearest Neighbour (KNN), and Naïve Bayes (NB)are employed to predict ALL 

categories. The top model is chosen after thorough performance comparisons between these three 

models. The best single learning model discovered in the first phase, then fused it with a deep neural 

model network in the following phase to improve model forecasting accuracy. The significance of 

this work is highlighted below – 

1. The main objective of this work is to create an automatic system that can detect and measure the 

number of white cells in the blood. Most importantly, it can pinpoint the precise phase of this 

disease. 

2. This system uses digital blood smear images for detection and prediction. 

3. This smart strategy used a known set of information to forecast and monitor the form of Leukemia. 

4. Whenever it detects a potentially malicious blood cell, this automatic system will send warning 

massages. 

5. This approach is significantly more precise and faster than traditional techniques. 

2. Litareture Review 

In this section, the scientific research related to the inquiry is comprehensively assessed. The 

suggested process investigated detecting and classifying acute Lymphoblastic Leukemia. As a result, 

a comprehensive review focusing on the mentioned principles, as well as an overview of the 

associated literary work, is presented below. 

Blood cancer [1] has become an increasing problem in the recent decade, necessitating earlier 

detection in order to commence appropriate treatment. The therapeutic diagnosing process is 

expensive and time-consuming, requiring the participation of healthcare professionals and a series 

of examinations. As a result, an automatic detection method for precise prognosis is far more 

important than the conventional approach. With the advent of technology, finding abnormal cells 

from blood smear images has become considerably easier, even more reliable, and significantly less 

time consuming than the traditional approach. Many scientists and researchers worldwide have 

focused on developing progressively inventive and accurate ways for such systems and related 

solutions for these scenarios. 

Various investigators employ a variety of computer vision approaches for identification and 

machine learning model for prediction. To identify the kind of Leukemia from blood smear pictures, 

they adopted support vector system based on radial kernels [2]. To identifying the characteristics of 

these cancerous cells, other studies also employed a few different ML models [3–5].To assess the 

abilities of those classifiers, various performance matrices are computed.Other studies have 

suggested using well-known machine learning techniques in an ensemble automated prediction 

strategy. They employed pre-trained Deep Neural models for extracting features and the Min-Max-

Scaler standardization strategy for data scalability [6].Several ML-based models for Leukemia 

detection and classification are presented in-depth and methodically by the authors in their review 

paper.They provide as a concise summary of various performance metrics, benefits, and drawbacks 

of several related studies that will be informative to other authors [7,8]. 

Modern society is very interested in deep learning models. These algorithms are capable of 

processing complicated and huge datasets that would be challenging for conventional ML methods 

to comprehend. A technique for Leukemia diagnosis using labelled bone marrow pictures was put 

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 29 April 2024                   doi:10.20944/preprints202404.1930.v1

https://doi.org/10.20944/preprints202404.1930.v1


 3 

 

forth by certain researchers. In order to deliver trustworthy prediction performance, they employed 

a strong classification methodology with the deep convolutional model approach [9–12].A deep 

convolution model with a distinct ALLNET structure was suggested by some other authors for 

forecasting. The suggested framework has the maximum level of precision [13].Several authors have 

suggested a multi-step DL strategy. They used this strategy to effectively separate the cells from the 

pictures and get reliable predictions [14]. 

3. Methods Details 

Leukemia is a kind of cancerous disease that affects blood production elements, particularly 

bone marrow. In therapeutic terminology, there are several distinct examinations are available that 

may be employed to detect Leukemia. The amount of White Blood Cells (WBCs), Red Blood Cells 

(RBCs), and Platelets in the bloodstream is determined by a complete blood count. Cell examinations 

can be done from the bone marrow or lymphatic vessels to search for signs of Leukemia and the rate 

at which it is growing. However, it takes time and requires skilled medical specialists. Numerous 

computer vision algorithms are employed in Digital Image Processing Techniques for the 

identification of Leukemia. To locate disease-affected tissues, different color intensification and color 

segmentation approaches are used in this investigation. 

3.1. Brightness, Contrast, Sharpness, and Color Intensity Enhancement 

In machine vision, brightness [15] is defined as the measurable amplitude of all the image pixels 

that compose an assembly that made up the digital picture once it has been taken, processed, and 

presented. To modify the intensity of the brightness of an image, the image pixel intensities should 

be adjusted by a fixed value. Simply adding a positive fixed value to all the image pixels increases the 

brightness level of the image. Deducting a positive number from all the picture pixels, on the other 

hand, darkens the image. 

𝐴𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡𝐵𝑟𝑖𝑔ℎ𝑡𝑛𝑒𝑠𝑠 =  {
𝐵𝑟𝑖𝑔ℎ𝑡𝑒𝑟     𝑤ℎ𝑒𝑛 𝑃𝑖𝑥𝑒𝑙𝑣𝑎𝑙𝑢𝑒 + 𝐾
𝐷𝑎𝑟𝑘𝑒𝑟       𝑤ℎ𝑒𝑛 𝑃𝑖𝑥𝑒𝑙𝑣𝑎𝑙𝑢𝑒 − 𝐾

    (1) 

where, K is a constant value for brightness adjustment. 

Improving the contrast [15] level of an image improves the range between black and white 

pixels, making white parts lighter and black ones darker. It simply redesigned the pictures pixel 

intensity values. A well-contrast photograph features prominently black and white distinctions. 

𝐴𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =  {
𝐷𝑎𝑟𝑘     𝑤ℎ𝑒𝑛 𝑃𝑖𝑥𝑒𝑙𝑣𝑎𝑙𝑢𝑒 + 𝑀
𝑊ℎ𝑖𝑡𝑒   𝑤ℎ𝑒𝑛 𝑃𝑖𝑥𝑒𝑙𝑣𝑎𝑙𝑢𝑒 − 𝑀

     (2) 

where, M is a constant value for contrast enhancement. 

The degree of clarity that an imaging modality can recreate is determined by the sharpness [16] 

of a picture. It is characterised by the margins between distinct hues or colors in each region. Image 

sharpening is a technique used to make digitized photos look sharper or clearer. It is a crucial tool in 

the image processing system. Appropriate sharpening of an image makes it appear more noticeable 

and livelier. 

 

Figure 1. Definition of Sharpness Level A) High Sharpness, B) Low Sharpness. 

During analysis, an image enhancement approach is employed to enhance the image quality and 

save the informative characteristics of the original data. Color augmentation is an important aspect 
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of it. This approach is a set of processes that strive to improve the visual look of a picture or to 

transform the picture to a state that is more suitable for analysis by a person or computer. This 

procedure also included brightness and contrast adjustments, as well as histogram equalisation 

adjustments. 

3.2. Image Segmentation 

Image segmentation is a technique [17,18] used in digital image processing. It analyses a picture 

and divides it into distinct segments or sections based on the pixels in the object's attributes. It is 

widely used to discern and properly identify foreground and background areas. 

An image can be segmented using several different techniques. One of these, the thresholding-

based segmentation method [19], is both fast and significant. The intensity histogram of each pixel in 

the image is considered throughout this approach. After that, a specific threshold value is set to 

segment the image. Global thresholding is one of the most well-liked techniques for segmenting 

images based on thresholds. The idea behind global thresholding is that the subject can be separated 

from the background using a straightforward process that compares image contents with a 

predetermined threshold value when the image has a bimodal histogram. Figure 2 depicted the 

histogram distribution of Global thresholding model. 

 

Figure 2. Histogram distribution of Global thresholding model. 

Let consider the (𝑚, 𝑛) is the coordinate of an image pixel, and if the threshold value of an image 

is defined as 𝑇ℎ𝑟𝑒𝑠ℎ. Then the threshold image 𝑇(𝑚, 𝑛) is defined as: 

𝑇(𝑚, 𝑛) =  {
0   𝑖𝑓 (𝑚, 𝑛) ≤ 𝑇ℎ𝑟𝑒𝑠ℎ

1   𝑖𝑓(𝑚, 𝑛) > 𝑇ℎ𝑟𝑒𝑠ℎ
      (3) 

The result of thresholding approach is a binary image. The pixels with an intensity value of 1 are 

specified as foreground objects and pixels with an intensity value of 0 are specified as background. 

3.3. Feature Extraction and Machine Learning Models for Classification 

3.3.1. Feature Selection 

To develop a ML model, only a few variables in the dataset plays the leading role. As a result, 

the remaining features either became unnecessary or irrelevant. Finding and choosing the best 

characteristics from the dataset is very crucial for reducing this redundancy and improving predictive 

accuracy. A feature is a characteristic that affects or helps to solve a problem, and selecting the key 

characteristics for the model is referred to as feature selection. 

For feature selection [20], typically two models—one supervised and the other unsupervised—

are considered. Supervised feature selection approaches are employed when the dataset is 

categorized and aids in finding the pertinent features to improve the model's efficacy. This is the main 

justification for using supervised feature selection model in this research. One of the broadly used 

supervised feature selection techniques is the histogram-oriented gradient approach [21]. In the 

confined area of an image, this process counts instances of gradient direction. It concentrates on an 
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object's structure and extracts the information from it. By employing the gradient's dimensions and 

orientation to create histograms, it collected the characteristics from those areas of the image. If 

𝑔𝑥and 𝑔𝑦 is the gradient of a pixel of an image 𝐼, then it is calculated as follows: 

𝑔𝑥 = 𝐼(𝑟𝑜𝑤, 𝑐𝑜𝑙𝑢𝑚𝑛 + 1) − 𝐼(𝑟𝑜𝑤, 𝑐𝑜𝑙𝑢𝑚𝑛 − 1)     (4) 

𝑔𝑦 = 𝐼(𝑟𝑜𝑤 − 1, 𝑐𝑜𝑙𝑢𝑚𝑛) − 𝐼(𝑟𝑜𝑤 + 1, 𝑐𝑜𝑙𝑢𝑚𝑛)     (5) 

And the magnitude of that pixel is represented as: 

𝑀𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 (𝑚) =  √𝑔𝑥
2 − 𝑔𝑦

2  and 𝐴𝑛𝑔𝑙𝑒(𝜃) = |𝑡𝑎𝑛−1 𝑔𝑥

𝑔𝑥
|    (6) 

3.3.2. Machine Learning Models for Classification 

ML [22] concentrates mostly on developing algorithms that allow a computer autonomously to 

learn from available knowledge and prior experiences. The identification of correlations from given 

knowledge is one of the objectives of a machine learning model. The patterns are then discovered 

from the training data by a learning algorithm, which creates a model that recognize the patterns and 

forecasts the results of new data. 

Depending on the kind and characteristics of the task, three different types of machine learning 

models are available: 1) supervised, 2) unsupervised, and 3) reinforcement. The most straightforward 

one is the supervised model. It is mostly applied to training data with label information. The input-

output combination principle explains how it functions. It is important to create an operation which 

can be trained using a learning set of data before being used on selections of unidentified data to 

execute forecasting. The effectiveness of supervised learning is evaluated using sets of labelled data. 

Three supervised ML models SVM, KNN, and NB are employed to carry out this investigation. These 

three models are widely used and effective for multi-class classification problems. 

The SVM [23] method aims to generate a decision boundary that can characterize the n-

dimensional space. Depending on that, it can quickly classify the latest data point. The term 

"hyperplane" refers to this optimal decision threshold. This approach generates the extreme vectors 

or points that assist in the formation of this hyperplane. Support vectors are referred to as these 

extreme points. Whenever there is a distinct line distinguishing the classes, it functions much as 

intended. SVM becomes a potent tool to forecasts for all the data that cannot be characterized by 

linear decision functions. In addition to using relatively low memory, it works well in high-

dimensional spaces. 

The KNN [24] model is a highly straightforward and efficient learning approach. By placing the 

new case in the category that closely resembles the currently accessible categories, it assumes that the 

new instances and existing instances are alike. Every new instance is categorized based on these 

similarities after the system stores all the existing information. In other words, when data appear, this 

algorithm can quickly classify the new information into a suitable category. 

Naive Bayes [25] is a simplistic learning algorithm. It makes predictions using Bayes principles. 

It is termed Nave since it is depended on the assumption of conditional probability. Since it operates 

independently with each characteristic, it may be employed for big datasets to create forecasting 

model. It is particularly sensitive to other aspects, which indicates that it is not significantly affected 

by other components due to its Naive characteristic. 

3.4. Hybrid Approach  

The hybrid approach [26] is a combination of two or even more computational approaches that 

outperform any single approach. The advantage of implementing this approach is that it improves 

performance by increasing model effectiveness. The DL and ML models are integrated to carry out 

this study. In order to categorise the input photos depending on these deep characteristics, the deep 

neural model first extracts these characteristics from the input images. Then the ML model is 

employed to classify the images based on these features. The extraction of deep features makes this 

hybrid approach particularly effective. The deep features gathered all the essential data for 

classification and performed considerably better than any generative model. Figure 3 provides an 

illustration of the proposed hybrid approach preferred for this study. 
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Figure 3. Outline of the Hybrid Learning Approach. 

4. Proposed Methodology 

An study of a digital blood smear image reveals that the amount of white-blood cells is 

significantly greater than the proportion of red blood cells. Such aberrant white-blood cell 

occurrences and counting the numbers can be used to determine whether an individual has 

Leukemia. To identify if a person has Leukemia, wide varieties of clinical evidence, haematological 

and bone marrow observations, and outcomes of more specialised definitive tests studies are 

required. These procedures are both time-consuming and expensive. Therefore, in response to these 

concerns, this study describes a strategy for forecasting Leukemia using digital image evaluation.  

To assess and anticipate these digital photos, the following procedures were taken: 1) Detection 

and 2) Identification. 

 

Figure 4. The Prediction Process for Acute Lymphoblastic Leukemia Prediction. 

4.1. Detection Process 

The fundamental and perhaps most successful approach to identify Leukemia is to count the 

amount of white blood cells, platelets, and red blood cells in a person's blood. Contemporary research 

revealed that the white-blood cells detected in Leukemia patients' blood are substantially darker than 

natural blood cells. This color contrast [27] principle may now be used to locate Leukemia cells by 

examining a digital picture. 

This study employed a machine vision technique to identify Leukemia from a digital picture. It 

has been noticed that appropriate white-blood cells are often difficult to detect due to low image 

clarity and details. To correctly identify Leukemia from blood smear pictures, the affected cells must 

be precisely distinguished. This is one of the most crucial procedures. Address this issue, a 

considerable pre-processing procedure was implemented in this study. This pre-processing 

procedure consists of four stages: 1) Equalize the color intensity level and increase the contrasting 

level and sharp the objects boundaries to make the impacted cells more visible, 2) Use the color 

clustering model to detect the cell boundaries, 3) apply the morphological operators to segment the 

appropriate regions, and 4) Enumerate the damaged cells. The algorithm and the pictorial working 

process for Leukemia detection are presented in algorithm 1 and Figure 2. 

Algorithm 1: Leukemia_Detection(im) 

Step 1: Collect the Leukemia blood smear images of from dataset repository. 
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Step 2: Pre-process the images. 

Step 2.1: Adjust the brightness level to meet the requirements of each image. 

Step 2.2: Adjust the contrast level to enhance the image intensity of image pixels. 

Step 2.3: Increase the sharpness level to properly detect the cell boundaries. 

Step 2.4: Increase the intensity of each RGB color channel to meet the requirements of each image. 

This step will increase the color intensity level of dark image pixels. 

Step 3: Convert the RGB image into lab color model and apply the K-means color clustering model. 

Step 4: Convert the resulted image into 2-color Binary image. 

Step 5: Take complement of the binary image. It will separate actual Leukemia cells from other cells. 

Step 6: Apply morphological operator ‘Erosion’ to detect the proper area of the effect cell. 

Step 7: Then apply the ‘Dilation’ operator to thinning the edges of the cells to properly detect the cell 

area. 

Step 8: Give the boundary of all the detected foreground regions and count the regions. This will help 

to count the number of white-blood cells present in the blood stream. 

4.2. Identification Process 

The procedure of predicting acute Leukemia is difficult. The identification and prediction of 

Leukemia through standard physical evaluations, as well as the way of gathering information from 

collective samples, are both time consuming and expensive. In the lack of early diagnosis, the disease 

will progress from the early stage to higher stages. As a result, the patient's life might be at risk. 

However, diagnosing this condition through digital image evaluation is more effective than 

conventional healthcare examination. This procedure was considerably more significant, requires less 

time, is much less expensive, and is far more precise than the conventional one. This investigation 

employs machine learning and fusion learning methods to detect Leukemia from digital images. One 

of the benefits of employing these learning techniques is their ability to rapidly and precisely detect 

the type of the condition. 

To carry out this investigation first three well-known single learning models are utilized. The 

best model is selected among them based on its precision. In order to boost the effectiveness of the 

forecasting model, the selected model is paired with a deep convolution system Resnet50 [28]. Figure 

5 and Algorithm 2 both provide descriptions of the workflow and associated algorithm. 
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Figure 5. The Pictorial Representation of the Working Process of Leukemia Detection. 

Algorithm 2: Leukemia_Prediction(L_Pred) 

[Single Learning Approaches] 

Step-1: Apply HOG feature selection model to collect the top features from pre-processed images. 

Step-2: Separate the collected features for training and testing into 4:1 ratio. 

Step-3: Develop single learning approaches and use them to train the characteristics that have been 

segregated for training. 

Step-4: Apply this trained data on the test data to evaluate the model performances. 

Step-5: Evaluate the performance matrices model accuracy, model accuracy under curve, true 

positive rate (TPR), true negative rate (TNR), False Detection Rate (FDR), Positive Predicted Value 

(PPV). 

Step-6: Select the best predicted model based on performance accurate rate. 

[Composite Approach] 

Step-7: Construct the pre-trained deep convolution model ResNET50 to collect the features from the 

pre-processed images. 

Step-8: To enhance the model performance tuned different layers of the constructed network model. 

Step-9: Split the features into training and testing (4:1 ratio). 

Step-10: Apply the best single learner model to train the training data. 

Step-11: Apply the trained data on test data for final prediction. 

Step-12: Evaluate the model performance. 

Preprints.org (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 29 April 2024                   doi:10.20944/preprints202404.1930.v1

https://doi.org/10.20944/preprints202404.1930.v1


 9 

 

 

Figure 6. The Pictorial Representation of the Working Process of LeukemiaType Detection. 

5. Experimental Result 

5.1. Dataset Details 

Image Samples for this investigation were gathered from the Kaggle library [29]. the database. 

This collection included 3256 blood smear pictures from 89 people who were thought to have acute 

lymphocytic Leukemia. The bone marrow research lab at Taleqani Hospital generated the samples 

for this collection. The collection is categorized into two primary classes – ‘Benign’ and ‘Malignant—

and three additional malignant classes - ‘Early’, ‘Pre’, and ‘Pro’. Figure 7 illustrates the distribution 

of images across all categories. 
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Figure 7. Visualization of Dataset. 

5.2. The Outcome of Leukemia Detection: 

The results of Leukemia identification from blood smear images are shown in Figure 8. In the 

identification process, a number of algorithms based on computer vision were employed to recognize 

the white-blood components.The detailed descriptions of each stage in this procedure are provided 

in the illustrations beneath. 

 

Figure 8. Leukemia Detection Process A) Original Image: Category Benign, B) Brightness, Contrast, 

and Sharpness adjustment Image, C) Binary Segmented Image, D) Highlighted White-blood Cells 

After Applying K-Means Clustering Method and Morphological Operators, E) No of White-blood 

Cells Calculation. 

5.3. The Outcome of Leukemia Identification: 

There are two stages in the Leukemia prediction method. Three well-known machine learning 

processes are employed during the first stage. The specifications for each model prior to the training 

procedure are shown in Table 1. The effectiveness of the three single learning models that have been 
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proposed are represented in Table 2. The effectiveness of the models was assessed using the 

subsequent metrics: model accuracy, area under the curve (AUC), (TPR)rate of true positives,(FNR) 

rate of false negatives, positive predicted value (PPV), and false detected rate (FDR). The highest 

model is chosen from stage one based on these performance benchmarks. The receiver operative cuve 

(ROC) for the top model is illustrated in Figure 9. In the following step, a deep residual network is 

constructed to retrieve deep features, and the best predictive model from stage one is used for 

classification. The performance of this hybrid strategy is displayed in Table 3 and the receiver curve 

evaluation of each classification category is illustrated in Figure 10. 

 

Figure 9. The ROC analysis for the top model SVM. 

 

Figure 10. The ROC analysis for Hybrid Learning Approach [Resnet50 with SVM]. 

5.3.1. Identification Based on Single Learner Models 

Table 1. Experimental specifications of applied Single Learning Models. 
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Model Name Model Details for Classification 

Support Vector Machine (SVM) Kernel: Linear 

Kernel scale: Automatic 

Box Constrain Level: 1 

Standardize data: True 

PCA Disabled 

Multi-Class Method: One vs One 

K-Nearest Neighbor (KNN) Preset: Weighted 

Number of Neighbors: 10 

Distance Metric: Euclidean 

Distance Weighted: Squared Inverse 

Standardize data: True 

PCA Disabled 

Naïve Bayes (NB) Preset: Gaussian 

Distribution name for numeric predictor: Gaussian 

Distribution name for categorical predictor: MVMN 

(Multi-Variate Normal Distribution) 

Table 2. Performance Analysis of Single Learning Models. 

Model 

Name 

Cross-

Validation 

Value 

Model 

Accuracy 

(%) 

Model 

AUC (%) 

Performance Metrices (%) 

TPR FNR PPV FDR 

SVM 5 68.22 93.12 42.3 57.7 85.22 14.8 

KNN 5 30.23 58.26 70.6 29.4 20.6 79.4 

NB 5 60.11 86.20 89.3 10.7 52.3 47.7 

5.3.2. Identification Based on Hybrid Learning Model 

Table 3. Performance Analysis of Hybrid Learning Model. 

Method 

Used 

Class 

Names 

Performance Metrices Analysis (%) Classifier 

Average 

Accuracy 

(%) 

Classifier 

Overall 

Accuracy 

(%) 

Accuracy Precision Recall F1_Score 

ResNet50 

with 

Support 

Vector 

Machine 

Benign 98.55 92.62 91.44 91.99 

99.42 99.98 

Malignant 

Early 
99.35 95.00 95.91 95.44 

Malignant 

Pre 
99.88 98.63 98.62 98.62 

Malignant 

Pro 
99.91 99.61 99.24 99.39 

6. Discussions 

Finding blood cancers in their earliest stages is a big challenge. Leukemia is similar to them in 

this regard. Therefore, creating a reliable detection method is one of the most significant priorities. 
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Leukemia assessment and forecasting have proven to be challenging and time - consuming tasks 

based on tradition therapeutic approach. The prediction using ML algorithms using just a digital 

blood smear image has become incredibly successful and efficient as a result of high popularity of AI 

and ML in medical industry. The following real-world cases can benefit from using this automated 

decision-making method, depending on the predicted outcome: 

1. This technique can be useful in the healthcare field since it allows doctors to effortlessly and 

precisely diagnose Leukemia in its early stages. As a result, it offers a trustworthy option to begin 

early treatment and reduce the severity of mortality situations. 

2. To identify the white-blood cells, the color clustering strategy for monitoring is a very trustworthy 

and effective technique. This automated technique aids in analyzing the development of these 

white-blood cells so it will send warning messages when the effects of the disease reach to a 

harmful level. 

3. This study shows that the hybrid approach to determining the type ALL also presents a successful 

and efficient method. Unlike the typical ML paradigm, this method integrated both ML and DL 

strategies. The DL method extracts the deepest characteristics from the images. This hybrid 

strategy has this as one of its main advantages. These in-depth features allowed the ML 

classification model to outperform any single learning methods in terms of effectiveness. 

4. It has been found that the Resnet50 model for deep feature extraction and the SVM model for 

machine learning surpasses all other hybrid models in terms of performance. This combined 

strategy offers accuracy levels exceeding 99%. 

7. Conclusions 

A form of blood cancer called Leukemia produces huge amount of abnormal blood cells and 

typically starts inside the bone marrow. As of today, four different forms of Leukemia have been 

identified. One of the regular types of Leukemia is ALL. Typically, young children are the ones who 

have it. A significant rise in white-blood cells is one of its defining features. The effects of these 

aberrant cells prevent the bone marrow from producing proper blood cells, leading to decreased 

hemoglobin and insufficient platelets. Due to the rapid growth and build-up of malignant cells in 

ALL, timely medical attention is necessary. The traditional procedure, which includes blood test 

examination, genealogy research, and frequent medication, requires an extensive amount of time, 

and the results may not always be good. When a sickness was not properly diagnosed, it could 

potentially spread so quickly that it reached a very dangerous level. Artificial Intelligence and 

machine learning are particularly helpful for resolving these challenges. This automated procedure 

is incredibly efficient and effective at both identifying white-blood cells and predicting the nature of 

diseases. This work uses a colour grouping method to identify white-blood cells from digital blood 

photos. This method separates the darkish white-blood areas from the bloodstream and aids in 

counting the white-blood cells. Furthermore, the three most widely used ML models is used to 

estimate the category of white-blood cells. SVM model shown to have the best level of accuracy. After 

that, a combined approach is developed to improve prediction performance. In this architecture, the 

SVM is paired with the Resnet50 deep neural network framework and acquires accuracy levels 

exceeding 99%. 
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