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Abstract-  

Lower Back Pain (LBP) is a disease that needs immediate attention. Person with back pain 

shall go immediately to doctor for treatment. Injury, excessive works and some medical 

conditions are result of back pain.  Back pain is common to any age of human for different 

reasons. Due to factors such as previous occupation and degenerative disk disease the 

chance of developing lower back pain increases for older people. It hampers the working 

condition of people common reason for seeking medical treatment. The result is absence 

from work and is unable to normal due to pain. It creates uncomfortable and debilitating 

situations. Hence, detecting this disease at an early stage will assist the medical field experts 

to suggest counter measures to the patients. Detection of lower back pain is implemented 

in this paper by applying ensemble machine learning technique. This paper proposes 

Stacking ensemble classifier as an automated tool that will predict lower back pain tendency 

of a patient. Experimental result implies that the proposed method reaches an accuracy of 

76.34%, f1-score of 0.76 and MSE of 0.34.  

Keywords: Lower back pain, automated tool, ML, ensemble technique, stacked 

generalization.   

Introduction- 

The back side of human is composed of a complex structure of muscles, ligaments, tendons, 

disks, and bones.  Components of this structure work together to support the body and 

enable human to move around. The segments of the spine are cartilage-like pads called 

disks. Back pain may occur due to the problems with any of these components. In some 

cases, reasons of back pain are still unknown. Lower back caused due to the bony lumbar 

spine, discs between the vertebrae, ligaments around the spine and discs, spinal cord and 

nerves, lower back muscles, abdominal and pelvic internal organs, and the skin around the 

lumbar area. Upper back pain is caused by disordering of the aorta, tumors in the chest and 

spine [1]. 

Artificial intelligence (AI) is a field of engineering and it has potential to enhance healthcare 

through decision making facility of patient engagement. Machine learning (ML) [2] can be 

used to automate decision making and make predictions based upon patient data. The 
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causes of LBP are incompletely understood and unresolved medical problems that continue 

to have a high prevalence. It is accepted that pain is a complex phenomenon. Computational 

science can use complex clinical and experimental data to better understand the complexity 

of pain. ML is referred to as a set of methods to detect patterns pain through dataset data 

and then it can use the uncovered patterns to predict or classify future data, to observe 

structures such as subgroups in the data, or to extract information from the data suitable to 

derive new knowledge. Biostatistics, artificial intelligence and machine learning aim at 

learning from data. So ML methods have the power for analyzing LBP. 

ML approaches can explore data sets by reversing the analytical focus of classifier building 

and pattern detection. It can qualify for data exploration under the assumption that if a 

biomedical parameter qualifies for inclusion in a classifier, then it is probably important for 

the addressed pain-related problem. In classic methods knowledge or at least presumptions 

about the distributions and/or functional dependencies of the data are necessary. ML 

methods allow for data-driven research approaches. Techniques of feature selection are 

common to ML for enabling one to identify relevant modulators of pain-related outcomes in 

data-driven and hypothesis-free explorative research approaches. ML analysis identified 

pain-related parameters as the most relevant for explaining the persistence of pain in 

human.   

The objective of this study is to detect the feasibility of utilising relevant medical records 

and conclude the probability of being affected by lower back pain disease. To address the 

objective of this study, data mining and knowledge discovery approches are explored that 

will extract the hidden patterns in medical database [3]. Machine Learning (ML) algorithms 

are utilised for this purpose in order to learn from extracted patterns. ML also enable 

machine to demonstrate itself to adapt behaviours for forthcoming events. Classifier models 

are supervised ML techniques that accept patients’ records as input and identify lower back 

pain tendency of a patient. This paper attempts to use ensemble based ML technique. Use 

of ensemble technique is quite popular since it combines multiple models with reduced 

variance of prediction and optimised generalization error. Stacked generalization method 

follows ensemble technique which is superior over cross-validation method. This method 

exploits scheme of winner-takes-all for combining the individual generalizers [4]. This paper 

implements a couple of predictive models such as Naïve bayes [5], k-Nearest Neighbour [6], 

Multi-layer Perceptron [7], AdaBoost [8], Gradient Boost [9], Random Forest [10] classifiers 

as baseline models. Next, top two models are identified based on evaluation of prediction 

performance. Finally these two classifiers are assembled under a single platform using 

stacked generalization ensemble technique. For justifying the evaluation process, accuracy 

[11], f1-score [12] and MSE [12] are the used as performance measure metrics.  

Related Works- 

LBP is normally common health problem for aged people. However, LBP might be an issue 

for middle aged people due to excessive pressure in the work place. It is a major problem of 
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those are using computer for a long time without any movement. Suppose In an office one 

has a LBP but his/her co-workers cannot feel it at the initial stage. LBP can occur in all age 

groups and someone can adjust it in daily life but others may not do so [1]. 

In [13], numerous classifiers such as Support Vector Machine (SVM), logistic regression (LR), 

bagging ensemble methods are applied for the diagnosis of spinal abnormality. Before 

implementing these classifier models, data pre-processing step are carried out. In data pre-

processing step, uni-variate feature selection as a filter based feature selection, and 

principal component analysis (PCA) as a feature extraction algorithm are considered. 

Experimental results conclude that bagging SVM provided suitable classification results.  

Researchers suggest that there exists difference in between the questions that need to be 

answered by medical practitioners relating to the occurrence of the pain and type of 

treatment [14]. It is mentioned by the doctors to reduce weight and take essential care.   

Researchers proposed an algorithm to classify LBP acquiescent to chiropractic treatment 

and pains due to pathological cause [15]. The method allows the practitioners to avoid 

making assumptions depending upon the heuristics and pattern recognition until it has been 

established that the patient is a candidate for chiropractic care. It considers underlying 

distinction of four clinical patterns which are simple mechanical lower back pain, lower back 

pain with radiculopathy, serious pathological lower back pain and lower back pain with 

psychological overlay.   

Individuals in present lifestyle have spent extended periods in a seated position at work as 

well as during leisure time. The prevalence of low back pain (LBP) has increased among 

office workers in general. Computer knowledgeable employees in Call Centres have recently 

become the focus of attention in this field as they spend most of time for doing work in a 

seated position [16]. Their jobs are also recognized for potentially high levels of stress 

especially when dealing with difficult or aggressive customers. High job-related stress is 

related to musculoskeletal disorders of the lower back. So in the higher portion of 

employees in Call Centres, it is reported musculoskeletal symptoms than other professional 

office users. LBP can disable a person since many other diseases related to it [17]. In turn it 

may be a major economic burden to society. The identification of risk factors in office 

environment needs to give high attention and therefore; it is required to device a method to 

study LBP using related dataset. The main aim of the paper is inclined to this situation in the 

Office/Call Centres [17]. 

Spine supports structure of human body that connects different skeleton parts and keeps 

body upright [18].  In the older age the bones, discs and ligaments in the spine are naturally 

weaken. It happens to all of humans to some degree as part of the ageing process. It does 

not mean that everyone will have pain from this. 
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ML is based on the availability of data, which is used to train the machine to perform the 

desired tasks. Due to its nature, ML lends itself well to applications in which input data are 

used to generate an output based on some features of the inputs themselves, for example, 

to perform image classification. Indeed, a research area which was dramatically advanced 

by ML in recent years is image processing [19]. Deep neural network achieved for the first 

time superhuman performance in a famous image classification contest, the Image Net 

Large Scale imaging data are interpreted and exploited for treatment planning and follow-

up [20]. The impact of ML and AI on other basic medical research fields has been less 

conspicuous so far; nevertheless, numerous novel applications, for example, in motion 

analysis and mechanical characterization of tissues, are starting to emerge. As testified by 

the sharp increase in the number of published papers in recent years, AI and ML are more 

and more being used to investigate issues related to the spine, especially in radiological 

imaging but also in other fields such as the outcome prediction of treatments. The reported 

results are either promising or already surpassing the previous state of the art in several 

applications; for example, ML techniques nowadays allow for an accurate and perfectly 

repeatable grading of intervertebral disc degeneration on magnetic resonance imaging 

(MRI) scans. Indeed, the current pace of technical improvements is expected to being 

further benefits in the next future. 

Proposed Methodology- 

The framework designed to detect patients with lower back pain trouble proceeds through 

multi-step paradigms. This paper attempts to use numerous classifier models those are used 

to associate input variables into target classes while learning from extracted patterns in the 

training data. Well-known classifiers such as naïve bayes, K-NN, MLP, AdaBoost, Gradient 

Boost, and Random Forest are implemented as baseline classifiers. Predictive performance 

obtained from these baseline classifiers are evaluated with respect to some pre-defined 

metrics employed in selection phase. The aim of selection phase is to provide top two 

predictive models. This paper attempts to use stacked generalization based ensemble 

method which combines the predictions from two best models picked up by selection 

phase. This section describes the detailed explanation of this entire framework and brief 

summarization is provided in Fig1. 

1. Baseline Classifiers- 

The Naive Bayes classifier [5] is a supervised classification tool that exemplifies the concept 

of Bayes Theorem [21] of Conditional Probability. This classifier attains very promising result 

in the following scenario- when the features are independent or features are completely 

functionally dependent. The decision made by this classifier is quite effective in practice 

even if its probability estimates are inaccurate. The accuracy of this classifier is not related 

to feature dependencies rather than it is the amount of information loss of the class due to 

the independence assumption is needed to predict the accuracy [5].  
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K-Nearest Neighbours (K-NN) [6] is a supervised ML algorithm that is often known as 

Memory based classification. During classification process, it identifies objects based on 

closest proximity of training examples in the feature space. It is known as lazy learners 

because during training phase it just stores training samples. The classifier considers k 

number of objects as the nearest object while determining the class. The main challenge of 

this classification technique relies on choosing the appropriate value of k. While calculating 

distance among instances, Minkowski distance [6] is considered to be general metric for any 

data.  

Multi-layer perceptron (MLP) [7] can be used as supervised classification tool by 

incorporating optimized training parameters. MLP follows feed-forward artificial neural 

network model that maps sets of input data onto a set of appropriate outputs. For a given 

problem, the number of hidden layers in a multilayer perceptron and the number of nodes 

in each layer can differ. Fine-tuning the interfering parameters of the network architecture 

relies on problem-specific domain [7].  

Boosting is an efficient technique that is applied on combination of multiple unstable 

learners in order to improve accuracy of classification. AdaBoost is known to be the first 

boosting technique proposed by Freund and Schapire [8]. This algorithm also belongs to the 

category of interpolating classifiers which defines algorithmic property of fitting the training 

data completely without error. This algorithm is a promising example of boosting technique 

that produces improved output even when the performance of the weak learners is 

inadequate [8].  

Gradient Boost algorithms [9] are boosting techniques those are suitable in fitting new 

models to provide maximised efficiency while estimating response variable. The objective of 

this algorithm is to construct new base learners to be maximally correlated with the 

negative gradient of the loss function, associated with the whole ensemble. This algorithm is 

highly customizable to any domain which provides freedom in model designing. One of the 

important issues of this algorithm is identifying and incorporating loss function to this 

algorithm which is subject to change as a matter of trial and error [9]. 

Random forest (RF) [10] exemplifies the concept of ensemble learning approach and applies 

regression technique for classification based problems. This classifier is a combination 

several tree-like classifiers which are applied on various sub-samples of the dataset and 

each tree cast its vote to the most appropriate class for the input [10].  

Implementation of Baseline Classifiers- 

The k-NN classifier receives value of k as 5. The Minkowski distance is used while calculating 

distances among instances. The MLP classifier is implemented with four hidden layers with 

sizes 128, 32, 16, 8 respectively. The NB classifier is designed as Multinomial naïve bayes 

model. The RF classifier is implemented with 800 base estimators. The AdaBoost classifier is 
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designed using 500 base estimators. The learning rate of this classifier is set to 1.0. The GB 

classifier is implemented with 500 base estimators, learning rate of 0.9.  

2. Selection phase using Evaluating Metrics- 

The prediction performance of model needs to be evaluated with respect to some pre-

defined metrics. The target of selection phase is to obtain top two classifier models those 

provide maximised performance with respect to employed metrics.  

Accuracy [11] is a metric that ascertains the ratio of true predictions over the total number 

of instances considered. However, the accuracy may not be enough metric for evaluating 

model’s performance since it does not consider wrong predicted cases with different 

weights. For compensating the above mentioned problem, we consider two more metrics 

known as, Recall and Precision. Precision [12] identifies the ratio of correct positive results 

over the number of positive results predicted by the classifier. Recall [12] denotes the 

number of correct positive results divided by the number of all relevant samples. F1-Score 

or F-measure [12] is a parameter that is concerned for both recall and precision and it is 

calculated as the harmonic mean of precision and recall. Mean Squared Error (MSE) [12] is 

another evaluating metric that measures absolute differences between the prediction and 

actual observation of the test samples. Classifier models that exhibit maximised accuracy, 

f1-score value and optimised MSE value signify the best predictive model.  

 

3. Proposed Stacked Ensemble Method- 

Stacked generalization ensembles dissimilar machine learning methods, each of them 

estimates its own generalizing biases based on given training set and then filter out those 

biases. This model follows usage of two levels of models- level 0 models and level 1 model. 

Several base models are accommodated in level 0 whereas level 1 model consists of one 

meta-model. Stacked generalization ensures that meta-model learns from the predictions of 

level-0 models. Generally introducing meta-model over the level-0 models obtains more 

accurate prediction over the best level-0 model. The stacking ensemble classifier requires 

two levels to be present within the model. Use of level-1 model makes stacked 

generalization method more efficient [4].  

In this methodology, selection phase provides two best models which are assembled in 

these ensemble classifiers. In case of stacked generalization method, these two models are 

used as level-0 base models and one of them is used as meta-model. The best predictive 

model is recommended for attaining early prediction of lower back pain identification 

system. 
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Fig.1: Summary of Implemented framework 

Dataset Used- 

Lower Back pain symptoms dataset is collected from kaggle and utilized for detecting 

patients with spine abnormalities. The dataset contains the attributes such as pelvic 

incidence, pelvic tilt, lumbar lordosis angle, sacral slope, pelvic radius, degree of 

spondylolisthesis, pelvic slope, direct tilt, thoracic slope, cervical tilt, and scoliosis slope. All 

these data considered as input variables for classifier model. The column ‘class_att’ present 

in the dataset signifies normal patients and patients with abnormalities. This attribute is 

kept as dependent variable during classification task. Fig2 depicts the distribution of target 

or dependent variable in the dataset. This dataset contains no missing values such as Nan 

(Not-a-Number) which eliminates the overhead of considering unknown value handling task. 

The attribute values present in the dataset is scaled down into the range from 0 to 1 using 

Min-Max-Scaler function. Once the pre-processing is over, the dataset is partitioned into 

training and testing dataset with a ratio of 7:3. The classifier model accomplishes its learning 

from extracting patterns from training data and later prediction is obtained for testing 

dataset.    

 

 

Fig.2: Distribution of Normal and Abnormal Patients in the Dataset 

Experimental Results- 

210

100

Abnormal Normal
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The proposed method as well as the baseline classifiers is evaluated with respect to 

accuracy, f1-score and MSE. The prediction performances of all specified classifier model are 

shown in Table 1.  

Performance 
Measure Metrics 

Accuracy F1-Score MSE 

Baseline Classifiers 

Naïve Bayes 63.44% 0.63 0.37 

MLP  68.82% 0.69 0.31 

AdaBoost 69.89% 0.7 0.3 

K-NN 70.97% 0.71 0.29 

Gradient Boost  72.04% 0.72 0.28 

Random Forest 75.27% 0.75 0.25 

Proposed Method 

Stacking Ensemble 76.34% 0.76 0.24 

Table 1: Comparative Study of Classifier Models 

From the aforementioned comparative analysis drawn in Table 1, it is quite evident that the 

ensemble based Random Forest Classifier provides best result with respect to all the 

evaluation metrics. Next, Gradient Boost Classifier also provides relatively better result than 

other baseline classifiers except Random Forest Classifier. These two classifiers are chosen 

as input for implementing stacked generalization model. In level-0 of proposed model 

receives Gradient Boost and Random Forest and level-1 receives Random Forest classifier 

for prediction purpose. Analysis provided in table 1 indicates that Random Forest classifier 

gives more promising result over Gradient Boost classifier model. This is why it is selected as 

level-1 or Meta model for obtaining more accurate result.  The target of this classifier is to 

improve the performance by combining the best two classifiers obtained during selection 

phase. In this case, predictions of Random Forest Classifier and Gradient Boost Classifier are 

assembled using ensemble methods to get the best out of the performance of prediction 

tool.  

Conclusions- 

Early detection of lower back pain shows significant role in the field of health diagnosis 

systems. For assisting diagnostic system an automated prediction has been carried out using 

classification algorithms. Several classifiers are utilised while predicting lower back tendency 

of a patient. Implementations of these classifiers are accompanied by fine-tuning the hyper-

parameters. Adjusting these parameters into correct values will support in attaining the best 

predictive model. Top two classifiers are selected and utilised for designing stacked 

ensemble method. In conclusion, the proposed ensemble technique attains the lowest error 

rate along with highest efficiency which might be the best choice of algorithm for this 

problem and prediction of the considered disease.  
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