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Abstract

With the increasing availability of large digitized fine art collections,
automated analysis and classification of paintings is becoming an inter-
esting area of research. However, due to domain specificity, implicit sub-
jectivity, and pervasive nuances that vaguely separate art movements,
analyzing art using machine learning techniques poses significant chal-
lenges. Residual networks, or variants thereof, are one the most popular
tools for image classification tasks, which can extract relevant features for
well-defined classes. In this case study, we focus on the classification of a
selected painting ’Portrait of the Painter Charles Bruni’ by Johann Ku-
petzky and the analysis of the performance of the proposed classifier. We
show that the features extracted during residual network training can be
useful for image retrieval within search systems in online art collections.
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1 Introduction
Image classification is one of the most widely used computer vision tasks. [Lu
and Weng, 2007] In the recent past, deep learning has been very successful
in various visual tasks, such as agent-based simulation of autonomous vehicles
[Schwarting et al., 2018] or computer-aided detection / diagnosis in the health-
care segment. [Doi, 2007] The extensive digitization that has occurred in the
last two decades [Aydoğan, 2019] has led to the question of whether the cura-
tion segment can also be automated using machine methods. The conversion
of information from physical works of art into digital image format plays a key
role in the opening of new research challenges in the interdisciplinary field of
computer vision, machine learning, and art history. [Cetinic et al., 2018, Tan
et al., 2016, Saleh and Elgammal, 2015]

Different convolutional neural network (CNN) architectures have been proven
to work well for image recognition and classification tasks. The basic idea is that
neurons in the visual cortex process images into increasingly complex shapes.
[Lindsay, 2021] The image is first segmented at edge boundaries using a light /
dark interface, then merged into simple shapes, and finally merged into recogniz-
able complex features in subsequent layers. [Albawi et al., 2017] Individual class
labels may be based on some low-level features such as color, texture, or shape,
but are most often based on higher-level features such as semantic description,
activity, or artistic style. [O’Shea and Nash, 2015] CNN tries to mimic this idea
using several layers of artificial neurons. The standard architecture includes
several convolutional layers that segment the image into small chunks that can
be easily processed. [Albawi et al., 2017]

2 Proposed Method
The use of machine learning for automatic classification of fine art collections
has received little attention in the literature so far. [Arora and Elgammal, 2012,
Rodriguez et al., 2018] In recent years, libraries, museums, galleries, and art
centers have been digitizing their collections to promote public interest in the
arts and facilitate access to masterpieces from the comfort of home, a trend that
has been further reinforced by the ongoing COVID-19 pandemic. [Habsary et al.,
2021] These activities create a demand for automated analysis and classification
of digitized art. [Khoronko and Mokina, 2021] In this paper, we propose a
novel approach to using CNN output to classify visual artwork. Using CNN
pre-trained on ImageNet,1 we consider feature maps computed at the level of
several different layers before fully connected layers and compare the perception
of artificial intelligence with the analysis of art historians and curators. We
show that the extracted features are effective for classifying artists and styles and

1ImageNet is a large-scale visual database designed for use in image classification and
object recognition research. The project includes more than 14 million images that have been
manually annotated to indicate what objects are shown. ImageNet features more than 20,000
categories, with a typical category such as "balloon" or "strawberry" consisting of several
hundred images
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provide a detailed visualization and discussion of the suitability and effectiveness
of the different layers.

2.1 Transfer Learning
In transfer learning, a neural network is first trained on a generic dataset (e.g.
ImageNet visual database), and the features learned from the initial task are
transferred to a new network that is fine-tuned for a specific task. [Weiss et al.,
2016] Deploying pre-trained models on similar data has shown solid results in
image classification-related tasks. [Weiss et al., 2016, Zhuang et al., 2020] Sev-
eral organizations have created models such as VGG [Sengupta et al., 2019],
Inception [Szegedy et al., 2016], or ResNet [He et al., 2016] that would take
weeks to train on user-accessible hardware. Pre-trained networks can be down-
loaded and easily fine-tuned to result in lower generalization error while using
less computational effort.

2.2 ResNet50V2 Model Architecture
As deep learning evolves, the structure of neural networks deepens; while this
helps the network to perform more complex feature extraction, it can also in-
troduce the problem of vanishing or exploding gradients. [Joshi et al., 2019]
This can lead to the following drawbacks: (1) Long training time with the con-
vergence of the network becomes very difficult or even non-convergent. (2) The
network performance gradually becomes saturated and even starts to decline.
[Joshi et al., 2019, Kim et al., 2016]

Figure 1: Proposed architecture of ResNet50V2 model.
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[He et al., 2016] Layers Depth Parametres Input matrix Output activation

ResNet50V2 50 103 25.6M 224, 224, 3 softmax

Table 1: Architecture of the proposed model

Instead of designing own architecture, we leverage insights from a set of
existing convolutional neural network architectures that show excellent perfor-
mance in solving a variety of classification tasks. Residual networks (ResNets)
are a unique type of deep convolutional networks whose basic idea is to skip
blocks of convolutional layers by using shortcut connections. [He et al., 2016] In
this case study, we use a variant of residual neural networks called ResNet50V2
(shown in Figure 1). [Yamazaki et al., 2019]

The basic building blocks follow two simple rules: (i) for the same output
feature map size, the layers have the same number of filters; and (ii) if the
feature map size is halved, the number of filters is doubled. [He et al., 2016]
The down-sampling is performed by convolutional layers that have a stride of
2 and batch normalization is performed right after each convolution operation
and before ReLU activation. [He et al., 2016] When the input and output are of
the same dimensions, the identity shortcut is used. When dimensions increase,
the projection shortcut is used to match dimensions through 1 × 1 convolutions.
In both cases, when the shortcuts go across feature maps of two sizes, they are
performed with a stride of 2. [He et al., 2016] The network output ends with a
1,000 fully-connected layer and softmax function. The total number of weighted
layers is 50, with 25.6 million trainable parameters. [Yamazaki et al., 2019]

ResNets provide a trade-off between performance and number of parameters.
[Huang et al., 2017] The weights used in the proposed model have been pre-
trained using the ImageNet database. [Yamazaki et al., 2019] Our hypothesis
is that despite the obvious discrepancy between images embedded in ImageNet
databbase and fine art collections, ResNet-50V2 comprehensively pre-trained on
the ImageNet may still be transferred to perform style classification tasks more
effective.

2.3 Feature Extraction
The classification of painting styles is usually done by art historians and cura-
tors based on the relationship between subjective attributes, physical charac-
teristics, as shown in Figure 2 (light, lines, colors, textures, shapes, space, etc.),
and appropriate historical periods. [Zhao et al., 2021] In many cases, however,
significant stylistic differences can be observed, such as seamless transitions be-
tween artistic movements over time, stylistic differences between paintings by
the same artist, unique personal characteristics that do not belong to any one
style or artistic period, the influence of one artist on others, and varying in-
terpretations of abstract and surreal elements. Therefore, these variables make
it difficult to apply classification methods in the visual arts. [Sandoval et al.,
2019]
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Figure 2: Dominant color palette of represented examples.

Feature extraction is part of the dimensionality reduction process, where
the initial raw data set is split and transformed into more manageable groups.
[Chen et al., 2016] Feature extraction aims to reduce the number of features
in the dataset by creating new features from existing ones. This new reduced
feature set should be able to summarize most of the information contained in
the original feature set. [Wiatowski and Bölcskei, 2017]

Image processing is one of the domains where feature extraction finds wide
application. [Nixon and Aguado, 2019] Feature extraction in CNN uses many
techniques that include methods to detect low-level features such as colors,
brightness, edges, or textures in order to process them. [Chen et al., 2016] The
convolution layer consists of a set of digital filters that perform convolution op-
erations on the input data. [He et al., 2016] The convolutional layer serves as a
dimensionality reduction layer and decides the threshold. During backpropaga-
tion, a number of parameters need to be adjusted, which in turn minimizes the
coupling within the neural network architecture. [He et al., 2016]
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Figure 3: Principal Component Analysis of luminance gradient feature of ’Por-
trait of the Painter Charles Bruni’ by Johann Kupetzky.

3 Experiment

3.1 Dataset
Since each class of styles contains paintings by different artists, training and
classification is not simple. [Sandoval et al., 2019] The ability to correctly clas-
sify artworks into narrowly defined domains is a difficult task even for curators
of existing datasets. [Zhao et al., 2021] The achieved classification results are
based on the freely available data set ’Art Snobs Data2’ extracted from Kaggle.
[Martin, 2019] These paintings were collected from various sources and contain a
large collection of art pieces from different eras, with 19 distinct styles, namely:
Abstract Expressionism, Art Nouveau, Baroque, Cubism, Early Renaissance,
Expressionism, High Renaissance, Impressionism, Mannerism, Naive Art, Neo-
classicism, Northern Renaissance, Post-Impressionism, Realism, Rococo, Ro-
manticism, Surrealism, Symbolism and Ukiyo-e. To perform style classification,
we used 923 images from each class to train the classifiers and used the re-
maining 102 as the validation set, whereas according to Fig. 4, it is a perfectly
balanced set. Thus, the dataset consists a total of 17,537 train images and 1,938
validation images.
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Figure 4: Distribution of train and validation examples for individual classes.

3.2 Data Augmentation
Data augmentation increases the size of the input training data along with the
regularization of the model, thus improving the generalization of the training
model. [Shorten and Khoshgoftaar, 2019] It also helps to create new train ex-
amples by randomly applying different transformations to the available dataset
to reflect the noisiness of real-world data. [Perez and Wang, 2017] In our exper-
iment, we used transformations that involve vertical flipping of training images,
random rotations, modifications in lighting conditions, zoom, saturation, and
JPEG encoding noise. The training data was augmented using five randomly
selected variations; the extension of validation dataset was not investigated.

3.3 Training
The neural network learns using the backpropagation method. [He et al., 2016]
The weights of fully-connected layer of ResNet50V2 can be fine-tuned, i.e., this
layer adapts by backpropagation, while the other layers of the network are
invariant after pre-training on ImageNet database. [Yamazaki et al., 2019] Fine-
tuning of the top layer in the ResNet50V2 is performed as it is not guaranteed
that the mean and variance of these layers will be similar to the mean and
variance of our dataset.

An F1 Score becomes a critical evaluation tool to determine False Positive
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and False Negative rates yielded through a discriminating threshold in a similar
situation with unbalanced dataset samples. [Goutte and Gaussier, 2005] The
classification performance of our model for multi-class problem was evaluated
for each component and the average classification performance of the model was
calculated. Table 2 includes the precision, recall, and F1 Score, calculated based
on the following equations:

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FN
(2)

F1Score =
2 ∗ Precision ∗Recall

Precision+Recall
=

2 ∗ TP
2 ∗ TP + FP + FN

(3)

Based on the equations, the table below shows the Precision, Recall, F1 Score
results for the multi-class classification:

Class Precision Recall F1 Score

Abstract Expressionism 0.88 0.89 0.88
Art Nouveau 0.73 0.66 0.69
Baroque 0.63 0.45 0.53
Cubism 0.87 0.80 0.84
Early Renaissance 0.83 0.66 0.74
Expressionism 0.56 0.69 0.62
High Renaissance 0.41 0.72 0.52
Impressionism 0.86 0.55 0.67
Mannerism 0.59 0.60 0.60
Naive Art 0.86 0.73 0.79
Neoclassicism 0.70 0.70 0.70
Northern Renaissance 0.68 0.61 0.64
Post-Impressionism 0.64 0.66 0.65
Realism 0.47 0.63 0.54
Rococo 0.61 0.79 0.69
Romanticism 0.74 0.32 0.45
Surrealism 0.76 0.75 0.75
Symbolism 0.65 0.69 0.67
Ukiyo-e 0.88 0.95 0.91

Table 2: ResNet50V2 performance on test data.
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Figure 5: Confusion matrix for multi-class classification.

4 Results
The results obtained from the experiment can be analyzed and discussed from
several perspectives. From the confusion matrix in Figure 5, we can observe the
internal logic of the misclassified classes. The common visual features of the
different styles explain the high misclassification rate (=lower model accuracy)
between classes such as Northern Renaissance and High Renaissance [Nash,
2008] or Baroque and Rococo [Wittkower et al., 1999] compared to other tasks,
the lower classification of styles corresponds to the high overlap of visual features
between classes and also to the large variety of content displayed in a single
style. In contrast, the classes of the genre classification task are more uniform
in content, and CNNs show a high ability to discriminate classes with radically
different visual cues. [Hagtvedt and Patrick, 2011]

This example of inaccurate classification, which can also be observed in the
prediction for the analyzed work ’Portrait of the Painter Charles Bruni’ by Jo-
hann Kupetzky, highlights the fact that style is not only associated with the
mere visual characteristics and content of an artwork, but is often a subtly
distinguishable and context-dependent concept, e.g. Baroque and Rococo sug-
gested considerable confusion, which can be attributed to the fact that these
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Class Confidence

Rococo 0.2942

Neoclassicism 0.2503

Baroque 0.1205

Realism 0.1201

Romanticism 0.1173

Table 3: Top 5 class predictions for ’Portrait of the Painter Charles Bruni’ by
Johann Kupetzky.

styles are historically related. [Ruth and Kolehmainen, 1974]

Figure 6: Dominant color palette of ’Portrait of the Painter Charles Bruni’ by
Johann Kupetzky.

5 Conclusions
This study investigated the design and construction of a CNN-based model for
fine art classification using transfer learning and feature extraction utilizing the
freely available dataset ’Art Snobs Data2’ from the Kaggle repository and eval-
uated its performance on the example of ’Portrait of the Painter Charles Bruni’
by Johann Kupetzky. The classification results demonstrated that the proposed
approach provides a computationally efficient way to classify artworks by fine
art style without the necessity of defining and fully training new CNN model
structures or increasing the size of existing databases. Empirical results based
on the confusion matrix demonstrate that CNN has learned relevant features
for individual classes, which can be proven by misclassification when trying to
classify a work of art across historically related styles.

Although the classifier has achieved interesting results and proposed possible
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Figure 7: Grad-CAM class activation visualization from the proposed model.

applications, in the future we would like to extend this research to the context
of contemporary curatorial practice. While the CNN only predicts the outcome
on the basis of visual input (individual shapes, edges, or colors) without any
knowledge of the sociocultural context, the human expert interprets the works
according to complex relevant features and characteristics that the CNN cannot
observe. It is difficult to assess whether it is possible to simply define indi-
vidual art movements, to evaluate a work using visual interpretation alone, or
whether such an interpretation is even relevant to existing curatorial practice;
nevertheless, this research has outlined possible pathways for future research.
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