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Abstract: Hybrid forecasting methods have emerged as a solution surpassing the limitations of both statistical

and deep learning approaches. While the first emphasize the significance of variables, they often produce worse

forecasting results when compared to newer techniques. In contrast, deep learning models remain enigmatic "black

boxes" in terms of interpretability, although achieving better results in forecasting. This article introduces the

Comprehensive Cross-Correlation and Lagged Linear Regression Deep Learning (CCLR-DL) framework, designed

to harness the best of both approaches, enhancing forecasting accuracy while retaining model interpretability

through a feature selection process. CCLR-DL blens cross-correlation analysis, lagged multiple linear regression

and granger’s causality procedures with deep learning architectures based on LSTM. In a practical demonstration,

CCLR-DL was applied to a real database of clinical visits associated to diagnoses in Catalonia, Spain (tracking a

population of 6.3 million patients during 10 years). Predicting visits enables the healthcare managers to be ready

for future demand shifts. Results demonstrate a consistent and substantial improvement over standalone statistical

and deep learning methods when predicting healthcare demand. This hybrid approach not only showcases

its efficacy but also offers a promising solution to the challenge of balancing predictive accuracy with model

explicability. In this context, this work aims to design and validate a method for feature selection and forecasting

of multivariate high dimensional time series datasets not only to improve prediction accuracy but also to model

transparency by identifying a subset of variables that improve predictions and G-cause the target variable.

Keywords: deep learning; explainability; feature selection; Granger causality; health demand modelling; LSTM;

multivariate time-series forecasting

1. Introduction

Predicting future demand has been a fundamental challenge in various domains, driven by the
need to anticipate resource consumption and optimize distribution strategies. This is a particular
challenge in the healthcare sector. Many developed countries face a shortage of healthcare professionals,
an aging population, chronic underfunding in public healthcare systems, operational strain, talent
attrition, and long waiting lists. This complex landscape was further disrupted by the COVID-19
pandemic and highlights the importance of effective planning by government agencies and healthcare
bodies across the world [1–3]. In Catalonia (Spain) the pandemic has not only stretched the healthcare
system to its limit but also altered its traditional operation [4,5]. In this context, the capacity to
anticipate future healthcare demand holds significant value. However, the importance of forecasting
in healthcare transcends mere demand prediction; it extends to the critical domain of predicting the
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underlying reasons and understanding for patient consultations, specifically the diagnoses associated
with medical visits. Such predictive insights can help institutions to transition to a more versatile
and responsive healthcare ecosystem. Forecasting clinical demand has previously been studied via
statistical means using models such as ARIMA, Seasonal ARIMA, Moving Average and decomposition
models [6]. These models are based on the serial correlation of the target time series to predict its
future values. The univariate nature of these models creates a suitable framework for applying these
algorithms to epidemiological visits, where future values are influenced by past values. However, these
models have limitations in terms of forecasting accuracy due to their parametric linear nature; and the
univariate character of the models may result in missing information from other temporal processes
that could improve forecasting. To overcome these limitations, first statistical models such as Vector
Autoregression (VAR) and finally Deep Learning (DL) based models enhanced predictivity power
with non-linear formulations, also taking into account multivariate data [7]. However, these models
are considered opaque in terms of explainability [8]. The development of post-hoc explainability tools
to overcome such limitations, such as Shap values [9], partially solved the issues but still rely on the
expertise of the developer and are not as well-defined for time series models. In this sense, the recent
definition of hybrid models, which combine statistical and DL approaches, captures the linear and
non-linear behavior of time series in healthcare visits, enhancing accuracy. However, they also tend to
struggle in identifying the key predictors and the subsequent relationship with the target time series
in highly dimensional datasets. In such datasets, best results are typically achieved only using past
values of the target time series, assuming the seasonality effect. In response to these challenges, this
paper introduces the Comprehensive Cross-Correlation and Lagged Linear Regression Deep Learning
(CCLR-DL) framework for forecasting time series data in high dimensional multivariate datasets. The
method is positioned at the confluence of statistics and deep learning techniques. While designed to
improve the accuracy of predictions; it also aims to uncover the underlying causal reasons underlying
complex healthcare demand patterns.

1.1. Contributions

The contribution of this work can be summarized in the following points:

• CCLR-DL, a hybrid model based on conventional statistical techniques and deep learning. It not
only demonstrates its effectiveness but also provides a promising solution to the challenge of
balancing predictive accuracy with model transparency.

• CCLR-DL is capable of selecting a subset of predictors that achieve better results than using other
feature selection strategies, that way identifying predictors that GC the variable.

• The model forecasts the number of clinical visits linked to diagnoses, and therefore clinical
demand, potentially helping policy making and healthcare planning.

The rest of this article is organized as follows. In Section 2, related research is reviewed. In Section
3 we provide a detailed description of the proposed framework architecture and its different phases.
In Section 4 experimental results are presented. Discussion of the work is conducted in Section 5.
Finally, conclusions are drawn in Section 6. Appendix Section A defines the notation used in the
methodological part. Other results can be shown in Appendix Section B.

2. Literature review

Mitigating future uncertainty to refine decision-making is a pivotal aspect in diverse fields, pro-
cesses, and businesses. The temporal dimension is intrinsic to many prediction challenges, requiring
the extrapolation of time series data. Precise forecasting not only enables effective planning, optimiza-
tion, and risk identification but also opens avenues for seizing opportunities. Consequently, accurate
time series forecasting has evolved into a cornerstone of data science, prompting substantial efforts
to advance and refine forecasting methods. In this context, initial proposals were based on statistical
models. This encompasses exponential smoothing, seasonal, ARIMA, and state space models, among
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others [6]. These methods are based on their prescription of the underlying data-generating process,
assuming the structural components of the series and the correlation of historical observations. These
models require a small number of parameters and can handle cases with limited historical observations.
In recent years, methods based on DL have surpassed statistical approaches, particularly in multivari-
ate datasets and for longer forecast horizons. These methods can capture both short-term dependencies
among variables and discover long-term patterns [10]. In the healthcare context, there is literature
focused on forecasting demand. An area of significant research interest involves predicting emergency
attendance for precise resource planning. Studies such as [11], employ LR analysis to link emergency
departments with specific resources, highlighting the significant enhancements simple tools can bring
to healthcare systems in terms of resource management. The work by [12] use RNN to predict patient
visits using previous diagnosing information. Some predict visits using DL, while others forecast
unplanned visits for diabetic patients [13]. Numerous studies predict epidemiological visits, like flu
outbreaks [14]. Particularly within the context of the COVID-19 pandemic, there has been a notable
increase in research efforts due to the availability of datasets. In the research conducted by [15], LSTM
models outperformed statistical models such as ARIMA and the Nonlinear Autoregression Neural
Network (NARNN) when applied to modeling the spread of the pandemic in countries like Germany,
France, Belgium, and Denmark [16]. In [17], various LSTM models (e.g., Bi-LSTM, ed-LSTM) were
employed for short-term forecasting in India. The study suggests that including external factors such
as population density, travel logistics, or sociodemographic data could enhance predictions. Other
works also employ standard implementations of LSTM on Canadian databases [18]. In [19], various
models were compared, including LSTM, Bi-LSTM, GRU, SVR, and ARIMA. Bi-LSTM performed best
with lower Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). In multivariate studies,
climate variables are used for improving COVID-19 outbreak predictions [20–23]. These methods,
despite obtaining promising results, focus on improving prediction and do not aim to discover the
underlying relationship of variables, select predictors, and enhance explainability in the models as we
are proposing in the present work.

Hybrid models that integrate statistical and deep learning methods, as the one proposed in
this work, have been previously proposed achieving promising results. In [24], a combination of
Multiple Linear Regression (MLR) and Artificial Neural Networks (ANN) is used to address the
complexity of emergency attendance in a tourist area, where significant seasonal variations occur.
In [25], the Multivariate Exponential Smoothing Recurrent Neural Network (MES-RNN) framework
is proposed to improve forecasts. This approach draws from the principles outlined in the works
of [26,27]. They expand upon earlier research in multivariate time series exponential smoothing to
create structural models that can generate optimal forecasts for individual data series. The MES-RNN
method demonstrates consistent results when forecasting COVID-19 outbreaks in aggregated disease
morbidity datasets, outperforming purely statistical or deep learning models. In the study by [28] a
hybrid model combining linear regression models, often referred to as autoregression-LR, or ARIMA
(Auto-Regressive Integrated Moving Average), with nonlinear models based on deep belief networks
(DBN) is presented. This blending is employed to effectively capture both linear and nonlinear patterns
within time series data, demonstrating that these propositions enhance performance when compared
to purely linear or nonlinear models; in contrast to the aforementioned approaches, our CCLR-DL
method not only seeks improvement in deep learning forecasting through statistical techniques but
also employs these statistical methods in conjunction with Granger causality (GC) for feature selection.
This approach aims to select the most influential predictors while enhancing the transparency of the
model.

The need to eliminate non-informational variables in the dataset that can worsen the forecasting
and the need to understand the underlying relationships between features in multivariate contexts,
create an ideal environment for applying feature selection strategies. The gold-standard feature
selection methods for enhancing explainability in DL is based on the post-hoc Shapley Additive
Explanations (SHAP) method, introduced in [9]. While the exact computation of Shapley values is
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computationally challenging, the innovation that SHAP methods bring is that the explanation model
is represented as an additive feature attribution method, a linear model. It is considered an agnostic
post-hoc method since it is used as a feature importance technique after the training of any model.
SHAP method has a limitation based on the need of a strategy for selecting the number of predictors,
usually based on a pre-established threshold. Another method of dimensionality reduction widely
used in multivariate time-series databases is GC [29]. In the work of [30], a dimensionality reduction
algorithm is proposed for multivariate time series datasets, which can effectively extract the most
significant and discriminative input features for output predictions. In [31], a variant of RNN known
as the Echo State Network (ESN) leverages GC to learn nonlinear models for time series classification.
Other studies have employed GC as a feature selection method to enhance model interpretability and
improve forecasting [32,33]. Our CCLR-DL methodology blends Lagged Multiple regression models
and Granger causality to extract significant predictors. This serves a dual purpose: firstly, it refines
the feature selection strategy considering lags for identifying predictors, and secondly, it enhances the
forecasting accuracy of Deep Learning (DL) models. The objective is to create an autonomous method
to select predictors in multivariate time series data and enhance model explicability.

The results of these studies demonstrate the potential of hybrid strategies for predicting time
series in both univariate and multivariate scenarios. Our proposal aims to develop a model that can be
used in a multivariate temporal database without relying on specific domain knowledge, assuming
that predictors are present in the dataset. The method is based on a feature selection strategy based
on statistical procedures for both enhancing explainability and improving forecasting accuracy of DL
models.

3. Methods

The CCLR-DL algorithm is a method for time series forecasting in multivariate high-dimensional
datasets. The method ensembles a feature selection strategy based on Lagged MLR and GC [29] with
DL for enhancing forecasting accuracy and increase explainability. The proposed framework consists
of three separate phases (see Figure 1). The first phase, based on statistical techniques, utilizes cross-
correlation analysis to select an uncorrelated subset of predictors. Lagged multiple linear regression
models are developed to predict the target variable. The forward stepwise estimation method is used
to iteratively introduce and assess predictors. The second phase ensures all predictors G-cause the
target time series and leads to a form of causality feature selection for the predefined lagging time.
This layer not only refines the feature selection procedure but is also devoted to extracting knowledge
in the predictors set, assessing which is the best interval relation between predictors and target time
series (first and second phase form the feature selection procedure). The third phase of the algorithm
employs the subset of predictors that effectively G-causes the target time series for forecasting. It
entails training multiple DL architectures and selecting the most suitable one for predicting the target
variable for different parametrizations.

The input of the procedure is a temporal matrix M. Each feature of the matrix represents the
time series of a diagnosis di that belongs to a set of diagnoses D = d1, . . . , dN and a fixed time period
T = t1, . . . , tL. Matrix has dimension M = DxT, where each cell dij ∈ M corresponds to the number of
occurrences of diagnosis di on time-step tj. To set up the procedure it is also mandatory to identify
the target diagnoses time-series to forecast dg ∈ D. The lagging regression phase selects a subset of
predictors P ⊆ D− {dg} and the G-causal phase refines the subset obtaining A ⊆ P ⊆ D− {dg}. This
matrix is later transformed and used to train the DL phase (see Figure 1).
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Figure 1. Comprehensive Cross-Correlation and Lagged Linear Regression Deep Learning (CCLR-DL)
framework.

3.1. Lagging Regression Phase

This phase represents the first part of the feature selection strategy. Based on linear regression
models, it defines a lagging parameter to enable the generation of future regressions. The model aims
to reduce the database of potential predictors to initially an uncorrelated subset and ultimately to a
subset that best allows regression of the target time series for a lagging time. The model automates the
process of predictor selection and employs a feed-forward selection strategy with systematic vigilance
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to select the best subset of features. Figure 2 visualizes the process of lagging MLR model generation
process in the phase.

Figure 2. Lagging multiple linear regression phase model construction.

First, Pearson’s correlation coefficients rij are calculated to address collinearity between pairs
of predictors di and dj in the predictor set D − {dg} [34]. Next the t-statistic TSij is determined
according to Equation (1), and if significance (p− value < .1), pairs of variables are considered prone
to producing multicollinearity. The Variance Inflation Factor (VIF), as per Equation (2), is employed
to assess the degree of collinearity. Parameter cj signifies the coefficient of determination of variable
di, regressed on the remaining set of predictors. The algorithm iteratively removes variables with the
highest degree of collinearity until a set of potential predictors ∆ ⊆ D − {dg} reaches a maximum
collinearity threshold of max(VIF) = 20, as in literature, assuming collinearity to be nonsignificant
[35].

All variables within ∆ are candidates for predicting our target variable dg, which we aim to
forecast at time t using the minimal set of predictors P ⊆ ∆ ⊆ D− {dg}. For this purpose, we apply a
MLR model following Equation (3), where t ∈ L; α0 represents the constant coefficient of the model;
αij denotes the regression coefficient of predictor di ∈ P at time j; and τ < L represents the applied
lag value. Note that the lag value can take on the value 0, thereby predicting the target variable using
variables from the same day or higher values if willing to predict future timesteps.

TSij =
rij
√

L−2√
1−r2

ij

(1)

VIFj =
1

1−c2
j

(2)

model(dg, P, t, τ) = α0 + ∑i∈[1,|∆|] ∑j∈[t−τ,t−1] αij ∗ dij (3)

To select predictors, the model employs a forward stepwise estimation method (see Algorithm
1). Variables forming P are selected based on their highest correlation with the target variable dg,
and both are fitted to a linear regression model (as per Equation (3)). p represents the number of
predictors used in each model. The adjusted coefficient of determination R2 is used to assess the
goodness of fit, determining the percentage of variation explained by the added predictor relative to
the baseline model. Predictors are added iteratively and evaluated by recalculating R2. The F-test
statistic (see Equation (4)) is used to determine whether the addition of new predictors produces a
significant improvement in the forecasting model. Subscripts 1 and 2 correspond to models with the
new predictor removed (p1) or added (p2), respectively. The variables SSR and SSE refer to the Sum
of Squares error due to Regression (the variability explained by the regression) and the Sum of Squares
error due to Error (the variability not explained by the regression) of the model. The significance
value indicated by the F-test statistic (p-value ≥ .1) means the model significantly improves with the
addition of the new predictor. Sometimes, due to the forward stepwise estimation strategy, it may be
observed that the addition of one predictor does not demonstrate significance, but adding the next one
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does. For this reason, the algorithm allows for up to 3 iterations to exceed the p-value. Among all the
models computed, the model with the best Mean Absolute Percentage Error (MAPE) is selected. In
case of a tie, the model with the fewer number of predictors is preferred. The predictors of the best
model are the selected features forming P.

Algorithm 1 Lagged-MLR predictors selection

Require: dg, ∆ = {d1, . . . , d|∆|}, τ, t
Ensure: P ⊂ ∆

1: list_o f _models← null
2: counter ← 0
3: sort(∆, dg, correlation)
4: P← f irst(∆)
5: SSR1 ← SSR(model(dg, P, t, τ), M)
6: for δi ∈ ∆− f irst(∆) do
7: if counter = 3 then
8: break
9: end if

10: modeli = model(dg, P ∪ {δi}, t, τ)
11: SSR2 ← SSR(modeli, M)
12: SSE2 ← SSE(modeli, M)
13: F1← ftest(SSR1, SSR2, SSE2, |P|, |P ∪ {δi}|)
14: append(P, {δi})
15: append(list_of_models, modeli)
16: if p-value(F1) > 0.1 then
17: counter = counter + 1
18: end if
19: SSR1 ← SSR2
20: end for
21: best← min_MAPE(list_o f _models)
22: P← predictors(best)

To assess the correctness of the final model, a joint F-test (see Equation (5)) is conducted to
compare the best model against the baseline univariate model (see Equation (6)). If (p-value ≥ .05), it
is concluded that there is sufficient statistical evidence that the final model fits the observations better
than the intercept-only model. Here, p represents the number of predictors used in the final model
model (i.e., |P| = p). A Kolmogorov-Smirnov (K-S) test is carried out at a 95% confidence interval
to test for normal distribution in residuals [36], and the White test for heteroscedasticity at a 95%
confidence interval is applied to assess the non-constant variance of regression errors and evaluate the
assumptions of the regression model [37].

F1 = (SSR2−SSR1)/(p2−p1)
SSE2

L−p2−p1

(4)

F2 = SSR
SSE

(L−p−1)
p (5)

baseline(dg, t, τ) = β0 + ∑j∈[t−τ,t−1] dgj (6)

The lagging regression phase, functioning as a feature selection method, produces a series of
predictors that forecast the target variable dg for each lag value in τ ∈ [0, L]. For computational reasons,
a maximum value of max(τ) = 30 (τ ≤ 30 ≤ L) has been set. In other words, we aim to predict
the target variable using data from up to 30 days in the past. Forecasting accuracy is analysed with
different lag parametrizations (from 0 to 30); It is expected to decrease with higher τ values.

3.2. Granger Causality Phase

The second step in feature selection procedure is devoted to refine the subset of features selected
by the first lagging regression layer. The method ensures all selected predictors individually G-cause
the target time series and improve its forecasting for an specific lag (τ) predefined in the first phase,
while increasing model interpretability. To test Granger causality (GC) all predictors and target time
series are transformed into stationary stochastic processes using first and second order stationarity
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procedures and Kwiatkowski–Phillips–Schmidt–Shin (KPSS) and Augmented Dickey-Fuller (ADF)
tests (p− value ≤ .05) [38,39].

GC [29] is a statistical measure quantifying the causal influence between two stationary stochastic
processes (univariate time series) di,t and dj,t. Assuming two process are jointly stationary1, each
sequence can be represented as an auto-regressive (AR) process:

di,t = ∑∞
k=1 akdi,t−k + ϵt, ϵt ∼ N (0, Σ) (7)

dj,t = ∑∞
k=1 hkdj,t−k + ηt, ηt ∼ N (0, Γ) (8)

Where ak represent the autoregressive coefficient for the timestep (t − k) of diagnostic di for
regressing di,t−k+1. In other words, a1k calculates the proportion of variation in the next observation. If
the AR coefficient is equal to 0 the resulting AR process has a white noise behaviour, while a regression
with AR coefficient of 1 is a random walk representation. ϵ1t represents the residuals, the difference
between our period t prediction and the correct value and is generated from a standard normal
N (0, Σ1). Analogously, assuming gaussian white noise, considering statistical dependency between
both stationary stochastic processes, we can form a joint AR model,

[
di,t
dj,t

]
= ∑∞

k=1

[
ak bk
ck hk

][
di,t−k
dj,t−k

]
+

[
ϵt

ηt

]
,

[
ϵt

ηt

]
∼ N

([
0
0

]
,

[
Σ Υ
Υ Γ

])
(9)

being a, b, c, h autoresgressive coefficients and ϵ, η residuals of distributions. To measure the
impact of di,t in predicting dj,t one can compare the prediction errors (i.e, conditional variances
σ(dj,t|·)) with and without di,t in the model. In other terms, the variability between the error term
of the univariate model (only using previous values of dj, Γ1) and the error term of the bivariate
autoregressive model (using previous values of dj and di, Γ2). Causal influence can then be defined as:

Fdi,t→dj,t
= log

σ(dj,t |dj,1:t−1)

σ(dj,t |di,1:t−1,dj,1:t−1)
= log( Γ1

Γ2
) (10)

From the joint AR model and the stationary process representation of time series one can reach
the following general definitions:

Definition 1 (G-Causality). Let Pt be all the information in the universe since time t and let Pt − di,t
denote all the information apart from specified stationary stochastic process di,t, which is different from dj,t.
If σ(dj,t|Pt) < σ2(dj,t|Pt − di,t), we say that di,t is G-causing dj,t, denoted by di,t → dj,t. We say that di,t is
causing dj,t if we are able to predict dj,t using all available information than if the information apart from di,t
had been used.

Definition 2 (Causality lag). Let di(ϕ) represent the set of autoregressive terms di,t−n, n = {ϕ, ϕ + 1, ..., ∞}.
If di,t → dj,t, we define the (integer) causality lag θ to be the least value of ϕ such that σ(dj,t|P− di(ϕ)) <

σ(dj,t|P− di(ϕ+1)). Thus, knowing the values di,t−n, n = {0, 1, ..., θ} will be of no help in improving the
prediction of dj,t.

1 Perform preprocessing such as successive differentiation to reduce or eliminate non-stationarity.
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The AR parameters can be found by maximum likelihood estimation known as the Yule-Walker
(YW) algorithm [40]. In practice, it is common to use a finite time-lag window in the above equations,
often referred to as the AR order (parameter θ), that can be chosen by methods such as AIC [41] or
BIC [42]. As our method uses a lag parameter τ in the lagging regression phase to select features, GC
phase tests causality for this specific lag (θ = τ, pvalue < .05). In GC test, p-values higher than the
significance level imply the null hypothesis: coefficients of the corresponding past values are zero, that
is, di,t does not cause dj,t.

The phase computes a symmetric matrix with G-causal significance coefficients between all pairs
of diagnoses in P (predictors and target time series) in the model. This symmetric matrix can be used
to visualize the G-causal relationships among the different diagnoses in the model (target variable and
predictors). However, the main objective is to ensure each predictor meets the G-causal significance
threshold with the target variable to be considered in the feature selection procedure. Therefore, from
all the computations, the G-causal procedure ends up with a subset of variables A ⊆ P + {dg}.

On the other hand, as G-causality is applied to all pairs of diagnoses in P, it can also be used
to detect the optimal interval in which each predictor di maximizes the correlation with the target
sequence dg and increase context knowledge and model interpretability. Therefore, in addition to
evaluating θ = τ, we analyze other possible values. We use AIC and θ ∈ [0, 365] (a maximum of a
year) to select the best θig for each predictor with the target sequence. This is used to construct an
optimal GC network for the model (see Figure 6 for an example).

3.2.1. DL Architectures

All the models employed in the DL layer are based on Recurrent Neural Networks (RNN)
and convolutional layers, combined to enhance forecasting. To overcome the RNN limitations of
gradient vanishing and difficulty in capturing long-term dependencies, the introduction of Long Short-
Term Memory (LSTM) units plays a pivotal role in improving performance. The gating mechanism
developed by Hochreiter and Schmidhuber [43] introduces input, forget, and output gates to a classical
RNN cell. Consequently, the cell becomes capable of filtering out noise data, addressing the problem
of gradient explosion and accessing longer-range context in sequential data. LSTM serves as the first
architecture and the initial basis for all the proposed architectures. Many of these architectures involve
transformations of LSTM or combinations with other layers to enhance prediction accuracy. First
architecture is based on LSTM units.

Gated Recurrent Unit (GRU) [44] is the second proposed architecture. It offers similar performance
to LSTM but with reduced computational cost by employing only three interacting layers within a
hidden unit, instead of four.

Bi-directional LSTM (BiLSTM) [45] is the third architecture. LSTM models consider only the influ-
ence of preceding sequence data. To concurrently account for the impact of both pre and post-sequence
data, it is necessary to utilize two LSTM networks in opposing directions. This proposition computes
two distinct hidden values: one for forward calculation, and another for backward calculation. These
hidden values connect to the output of the next layer.

The encoder-decoder LSTM (LSTM-ED) [46] is the fourth architecture and possesses the capability
to read and generate time series of arbitrary length. This model also employs two LSTM networks.
The encoder network reads input time series di of fixed length and generates a summary of it as input
to the cell state gate. The network recursively updates parameters and aggregates all inputs into the
cell state vector. This parameter is subsequently utilized by the decoder network as the initial cell state
for sequence generation then recursively results in an output sequence of the same length as the input.

The fifth architecture is based on Convolutional Neural Network and LSTM-based Encoder-
Decoder models (CNN-LSTM-ED) [47] and is used for anomaly detection in multivariate time series
data. This approach employs CNN as the encoder network and LSTM as the decoder. CNNs exhibit
robust feature extraction capabilities, enabling them to extract high-dimensional features from input
data of varying lengths. As a result, they can capture local spatial information between data points
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effectively. This proposal offers a solution to the gradient explosion problem. The LSTM component
contributes by extracting long-term, high-level features from the partial spatial features encoded by
the CNN.

Finally, the sixth architecture is based on a variant of the last approach, called Vector Output
Multichannel CNN-LSTMED architecture (VO-CNN-LSTM-ED). In this configuration, each channel
independently extracts convolved features for each time series. All features are then combined before
being fed into the LSTM decoder layer. While this proposition may result in the loss of some individual
features from each time series due to the combination occurring before the LSTM layer, it has the
potential to capture interactions between the time series.

4. Experimental Results

To evaluate the CCLR-DL methodology, experimental work is conducted using data on demand
associated with diagnoses in the Catalan Public Healthcare System. To say, the number of visits the
heath system encounters for a certain period and a certain reason for visit (in this case a diagnosis).
Results are compared at two different levels. Firstly, the suitability of the statistical and GC layers as
feature selection methods is validated by comparing it to other feature selection strategies. Secondly,
the deep learning layer is validated by comparing the performance of its models.

As a benchmark, and to assess the performance of the proposal, the feature selection procedure
is compared with other selection methods and subsets of predictors. CCLR-DL is tested against
three proposals with no variable selection: using all the available predictors (ALL), only the same
target as predictor (SINGLE) or n random predictors (RANDOM). The model is also tested against
the gold-standard agnostic post-hoc feature selection method in DL, an implementation of Shapley
values (SHAP) called Kernel SHAP [9], an estimation approach which combines the concepts of Local
Interpretable Model-Agnostic explanations and Shapley values (based on weighted linear regressions
where the coefficients of the solution are the Shapley values).

4.1. Dataset and Target Goal

The data used in this study comes from the Catalan Institute of Health (ICS), the main public
health provider in Catalonia, Spain. The database is retrospective and contains all daily primary
care visits from the period 2010-2019 (L = 3, 653). Each visit is associated with a diagnosis di coded
according to the medical ontology CIM-10 [48] (at an aggregation level of disease code, N = 1, 846).
In total, the database contains information on 6,301,095 patients. The final dimension of matrix M is
6,743,438 (N = 1,846, L = 3,653). Observe that the matrix is sparse since not all possible diagnoses are
used in a given day. Each row of the matrix represents a time series for a given diagnosis in the period
of time L.

To improve visualization and remove the spikes present in the time series due to the effect of
weekends and holidays, with no visits due to closing of primary care centers in Catalonia, a rolling
mean with a window size of l = 14 days is applied. The data visualization of the top 10 daily diagnoses
with the highest number of instances is presented in Figure 3. The data is normalized to the [0,1] range
before entering the deep learning layer to reduce variations that could affect the accuracy of model
predictions.
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Figure 3. top 10 daily diagnoses with higher demand.

As an illustrative case for our study, we have selected the diagnosis associated with the high-
est number of visits over the entire study period, the diagnosis code "J00: Acute nasopharyngitis
[common cold]" (dg = J00). As it follows, all presented results are based on this particular diagnosis.
For verification purposes, additional findings related to alternative diagnoses (some of them being
non-epidemiological) are included in the Appendix B. These supplementary results are intended to
substantiate the conclusions and facilitate discussion.

4.2. Model Evaluation Indexes

To evaluate the model performance regarding the accuracy of forecasting, 3 indicators were
adopted and used in the different phases as evaluation criteria: mean absolute error (MAE), root-mean-
square error (RMSE), and mean absolute percentage error (MAPE). Formulas of these indicators are
given in Equations (11), (12) and (13) correspondingly.

MAE = 1
L ∑L

t=1

∣∣∣dg,t − d̂g,t

∣∣∣ (11)

RMSE =

√
1
L ∑L

t=1

(
dg,t − d̂g,t

)2
(12)

MAPE = 100
L ∑L

t=1

∣∣∣∣ dg,t−d̂g,t
dg,t

∣∣∣∣ (13)

MAE measures the average error between observed and predicted values. RMSE measures the
root average squared error, more sensitive to large individual errors. MAE and RMSE can take any
value in R+. MAPE measures the error in percentage [0,100].

4.3. DL parameter setting

In the DL phase, we conducted an extensive grid search to fine-tune the model parameters. This
grid search covered different parameters, including the number of epochs, batch size, and the choice
of optimizer. The number of epochs varied from 10 to 1,000, and batch sizes were explored from 10
to 1,000. Optimizer options encompassed SGD, RMSprop, Adagrad, Adadelta, Adam, Adamax, and
Nadam. The specific configuration of layers and hidden units for each architecture was determined
through manual testing and literature review. For architectures that were not based on Convolutional
Neural Networks (CNN), Rectified Linear Unit (ReLU) activation functions were employed, and
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all models utilized the mean squared error (MSE) as the loss function. In the case of CNN-based
architectures, a fixed kernel size of 3 was applied, and dense layers adopted a linear activation function.
The results of the grid search, showcasing the various parameterizations, are presented in Table 1. To
prevent overfitting, we implemented an early stopping callback with a patience of 10 and a learning
rate of 0.001.

Table 1. Parametritzations used in each architecture.

Algorithm Epochs Batch_size Optimizer

LSTM 30 80 Nadam
GRU 100 80 Adam
BiLSTM 100 500 Adam
LSTM-ED 200 10 Adamax
CNN-LSTM-ED 20 500 Nadam
VO-CNN-LSTM-ED 50 10 Adam

To evaluate the performance of different architectures in the context of forecasting, two distinct
parameters are employed. First, we have the "look_back" parameter, which represents how many input
steps were utilized to predict subsequent values. Secondly, the "forecast_range" parameter is employed
to determine how many instances into the future we aim to predict. The primary objective here is
twofold: to capture long-term dependencies and to achieve accurate predictions over extended time
horizons. All layers employ a 80% / 20% partition as a train-test splitting strategy.

4.4. Analysis on the MLR Phase

Selecting the optimal predictors and the lag value τ is the first step in the feature selection
procedure investigated. Figure 4 the MAPE value of the best Lagging MLR model obtained by our
approach (algorithm 1) when iterated for the different τ values in [0,30]. For each τ value, the model
could be formed by different predictors. Moreover, the figure shows that as the model attempts to
forecast values further into the future, the algorithm’s performance degrades in both the test and
training datasets. It is noteworthy to observe the curve flattening at specific values corresponding
to weekly intervals (7, 14, 21, and 30 days). Hypothetically, this behavior could be attributed to the
smoothing effect over 14 days (typically used in epidemiological settings) or a scheduling pattern of
professional visits with a weekly/monthly periodicity.

Figure 4. MAPE for the best models depending on lag τ in [0,30].

Table 2 presents the details of some of the best models obtained for different lag values. Note that,
as progressing further into the prediction timeline, the model adds or removes variables to enhance
prediction accuracy. With increasing lag, the algorithm becomes more conservative and refrains from
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modifying predictors unless a significant change is detected, leading to the observed increasing error
in the curve. Lag τ = 0 corresponds to the setting with no future regression (non-lagged MLR model).

Table 2. Lagging MLR model performance according to different lags (τ).

lag
(τ)

p-val
(F1)

p-val
(F2)

RMSE
(train)

RMSE
(test)

p

0 0.627 1.000 0.051 0.097 12
1 0.692 1.000 0.056 0.102 12
7 0.107 0.000 0.071 0.108 12
14 0.215 0.001 0.081 0.105 22
30 0.267 1.000 0.112 0.175 12

Figure 5 illustrates the best predictions of the MLR models obtained when attempting a 30-day
forecasting (τ = 30). Those models correspond to iterations 13, 21 and 26 (iterations = p); that is,
as shown in Algorithm 1, the method analyzes predictors in decreasing order according to their
collinearity value; some of them are rejected or added in each iteration regarding the contribution in
the prediction of the lagged MLR model. Iteration 13 achieves better results and represents the best
models, formed by 12 predictors plus the target. Models for lag τ = {0, 1, 7, 30} have all 12 variables.
Only for the 14-lagging day predictions add up to 10 more variables produce a significant increase
in the accuracy. Nevertheless, those variables are eliminated later if the lagging variable is increased.
This behavior is showcased in Figure 4. As can be observed, the prediction, although not entirely
accurate, is not significantly poorer (with an 8% and a 13.5% MAPE error for the train and test datasets,
respectively). The final predictors selected by the MLR phase are the ones corresponding to the lag
value of 30 days (see details in Section 5 (Table 4)).

Figure 5. Performance of lagged MLR when considering the predictors selected in iteration 13 (blue),
21 (red) and 26 (green). Real dg = J00 time series is shown in a doted, green line. Y axis is normalized
and scaled for regression improvement.

4.5. Analysis of the G-Causality Phase

The predictors selected in the MLR phase are used as inputs for the GC procedure. The objective
is to refute and refine the predictors identified in the first phase, as well as to enhance the model’s
interpretability by flexibly assessing the optimal lag value for each feature. Consequently, GC deter-
mines the time interval during which the variable most effectively contributes to predicting the target
variable and is, therefore, most time-correlated with it.
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Figure 6. Grangers causality network for different lag values.

Figure 6, shows the relationship between the variables selected by the GC phase when predicting
the target variable. When focusing on the lag value of θ = 30 (the lag parameter, used to select the
predictors), the Granger causal diagram of the variables is fully interconnected. In other words, all
variables aid in predicting each other when a 30-day lag is used. Since the objective is to predict the
variable J00, the rest of the lines appear blurred. This behavior helps refute the hypothesis that the
predictors obtained by the model using a 30-day lag period are correct. For θ = 1 (1 day lagging time),
although all variables G-cause the target variable J00, the method does not output a fully interconnected
GC map. The red arrows represent all those relationships that did not meet the assigned p-value
and, therefore, do not contribute to predicting the other features. The right image uses a flexible
lagging time for each variable selected by the model and the target variable. Although all variables are
significantly G-causing the target variable, and the best lagging time according to the AIC method is
θ = 28, corresponding to 4 weeks and similar to our 30-day lag variable, each variable has an optimal
interval correlation time; in other words, the time it takes for the maximum correlation to occur over
the entire period. Through these experiments, results obtained with the MLR model are confirmed
and also gain knowledge about the system used for prediction and the relationships between variables.
This way, the interpretability of the models is enhanced.

When comparing these results with p randomly selected variables in the database, where p is the
same number as predictors selected by the lagged MLR model, 40% of the variables do not G-cause
the target prediction, while the others may have a GC relation with the target variable, likely due to
the seasonality effect. Same behavior is seen with the predictors selected by the Kernel SHAP feature
selection procedure. Using p as a threshold to select variables with Kernel SHAP, 40% of them are not
GC variables of the target variable.

4.6. Analysis on the Forecasting DL Architectures

Comparing the DL models using the selected subset of predictors refined by the G-causal phase
against other predictor subsets allows to assess both the predictive capability of the DL phase and
the effectiveness of the feature selection procedure for predictor selection. To perform this evaluation,
the predictive performance of the six DL models (GRU, LSTM, BiLSTM, LSTM-ED, CNN-LSTM-ED,
VO-CNN-LSTM-ED) is tested using five different subsets of variables as predictors: predictors in
the database (1.846, ALL), predictors selected by the lagged MLR phase (12, LAGGED), n predictors
refined with the G-causal phase (12, CCLR-DL), n random predictors (12, RANDOM), only the
previous values of the target time series as predictors (1, SINGLE) and n predictors selected by the
Kernel SHAP feature selection method (12, SHAP).

Table 3 illustrates the MSE numeric results across various architectures and feature selection
methods. Consistently, the GRU, LSTM, and BiLSTM architectures outperform others in the majority
of experiments. Employing predictors selected by CCLR-DL improves results compared to using either
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ALL, RANDOM Kernel SHAP post-hoc selection methods across all architectures. Remarkably, across
almost all architectures, the most favorable outcomes are achieved whith SINGLE univariate model.
These results underscore the detrimental impact of utilizing all variables and high-dimensional datasets,
leading to a gradient vanishing problem and yielding inferior results due to numerous uninformative
variables, when forecasting a small number of time-steps. Figure 7 depicts the forecasting lines obtained
through different feature selection procedures for the BiLSTM architecture under fixed parameters.
The illustration demonstrate the accuracy of forecasting obtained by most of the predictor subsets that
are able to capture the behaviour of the real time-series. While most experiments yield satisfactory
predictions, some exhibit extreme values. CCLR-DL demonstrates superior performance in certain
scenarios with different parametrizations.

Table 3. Forecasting evaluation per DL architecture using different predictors sets. RMSE results.
(look_back=30 and forecast_range = 7).

GRU LSTM BiLSTM ED CNN VO

All 747.20 738.99 774.64 1106.54 728.70 1111.34
Single 76.56 101.64 72.68 289.12 156.01 1350.14

Random 324.88 532.53 435.29 28230.12 649.06 651.35
SHAP 332.59 514.22 281.38 417.61 476.71 760.32

CCLRDL 199.15 420.41 172.48 628.51 283.28 410.48

Figure 7. Effect of different feature selection methods in forecasting accuracy using the BiLSTM model.
(look_back=30 and forecast_range = 7)

4.7. Sensitivity Analysis of Look-Back and Forecast Range

In this section, we focus on the three architectures that yield the best results (GRU, LSTM, and
BiLSTM) and the three different variable selection methods that have shown the best results: single
predictor, Kernel SHAP feature selection, and CCLR-DL proposal. Subsequently, we assess the
prediction performance using different parameterizations of look_back = [30, 60, 90, 182, 365] and
forecast_range = [1, 7, 14, 30, 90, 182, 365]. Figure 8 illustrates the results obtained with the feature
selection methodology proposed in CCLR-DL.
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Figure 8. RMSE values with CCLR-DL predictor selection procedure.

BiLSTM architecture consistently achieves the best results, followed by GRU, and finally LSTM in
the different feature selection scenarios. Figure 9 visualizes the individual results for each of the three
architectures, parameters, and feature selection methods.

Regarding the look_back period, contrary to expectations, there is no consistent improvement
when using larger look-back times. For all three models, using one year of data proves detrimental.
Using 1, 2, 3, or 6 months tend to obtain similar results, with better results obtained by only using the
last 30 or 60 days as look-back (consistent with the parameters used for feature selection in the CCLR
phases τ = θ = look_back = 30).

Regarding the forecast-range, all three architectures increse the RMSE error as we extend the time
horizon, as expected. Nevertheless, except for the case of using a longer look-back value (365 days), in
the rest of the look-back periods, there is a point (182 days) where the curve stabilizes and even starts
to reduce the error, also with higher forecast ranges.

Particularly interesting is the case of the BiLSTM model (the one achieving better performance),
where the CCLR-DL proposal achieves the best results (see Figure 9). For forecast ranges over 7 days,
it improves upon the SINGLE proposal. Predicting 14, 30, 60, 90, and 182 days yields better results if it
is used for different forecast_range periods. It is noteworthy that the CCLR-DL model achieves the
best results in predicting the time series for a 30-day horizon (τ = 30), the predefined lag period used
in the feature selection phase.

Thus, it can be concluded that the CCLR-DL proposal yields the best results with BiLSTM (the
architecture with the lowest RMSE) if the goal is to predict future instances beyond a one-week horizon.
For predicting values within a one-week horizon, the three architectures (GRU, LSTM and BiLSTM)
produce very similar results, with the best results achieved by the single univariate feature selection
dataset.
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Figure 9. RMSE results for three DL architectures: GRU, LSTM and BiLSTM. Results for different
parametrizations of look_back and forecast_range periods. Different line shapes correspond to the three
feature methods yielding better results in forecasting: CCLR-DL, Kernel SHAP and single univariate
model.

5. Discussion

In this section, the results of the experimentation are reviewed and discussed. Firstly, an analysis
of the feature selection mechanism’s ability to extract knowledge and select the best predictors and its
practical implications is conducted (5.1). Second, the forecasting results are analysed and compared
with other feature selection strategies (5.2). Finally, the general applicability of the model and its
suitability to forecast other variables is discused (5.3).

5.1. Implications of the Results for Feature Selection

The objective of the feature selection phases of CCLR-DL is to select the best subset of variables
that aid in predicting a specific target variable without prior knowledge of the relationships among
them in a multivariate high dimensional database and also increase model explainability. It consists
of two distinct steps: the creation of a lagged MLR model for a predefined lag period to select the
predictors, and the use of a GC framework to refine and validate the model, increasing explainability
by determining the optimal time period between predictors and the target.

CCLR-DL has been compared to other commonly used methodologies, such as models without
explainability notions or other feature selection mechanisms. The former techniques include using
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the entire database as predictors or transforming the problem into a univariate scenario (using only
previous values of the variable for prediction). These models lack explainability because they focus
solely on improving the prediction of the variable without considering the context nor the relationship
between variables. Despite being faster models (no selection involved), they do not necessarily yield
better results. In the case of using all variables as predictors, the algorithms perform poorly because
diminish the importance of the target variable as a predictor (gradient vanishing), as many variables
in the dataset may not have a direct relationship with the target. On the other hand, using solely
past values of the target variable as predictors achieves very good results, as daily values are highly
dependent on previous ones. This is due to the seasonal behavior of clinical visits in our database.
However, as we move further and aim for more distant predictions, the results deteriorate significantly,
and the model lacks other variables that could help to improve them.

The CCLR-DL feature selection method has been also compared to the Kernel SHAP methodology.
This does not have a defined method for selecting the optimal number of predictors, unlike CCLR-DL
(the reason why the optimal number of variables selected by the are be used in the Kernel SHAP
procedure). It’s important to highlight that the Kernel SHAP model obtains Shapley values by
fitting a weighted linear regression over predictions obtained for each feature; therefore, the exact
computation of Shapley values is computationally challenging. This complexity is exacerbated in our
context with a long time series (10 years, 3,650 time steps) and a high number of possible predictors
(1,846 variables). Indeed, after training, the variables selected by the model do not seem to have a
relationship with the target variable (only 1 out of the 12 is found in the subset of variables selected
by CCLR-DL); furthermore, when using the GC phase, we observe that 40% of the selected variables
do not have a relationship with the target variable for any determined lag period. The fact that most
variables selected by the Kernel SHAP model belong to the first chapter of ICD-10, "Chapter I. Certain
infectious and parasitic diseases" leads to believe that the model produces erroneous results and gives
more importance to those variables it has encountered first, as the database is sorted in this manner.
Unlike CCLR-DL, the Kernel SHAP methodology does not have a lag parameter to help select the
best predictors for a given time interval. Although this feature selection method aims to increase
both predictive and explanatory capacity, we believe that the results it produces are inaccurate, and
the computational time required is excessively high. In contrast to these results, our methodology
reduces computational complexity by addressing all collinearities between variables before modeling,
eliminating the most correlated ones to simplify the model. This behavior reduces the number of
experiments to be tested and, therefore, the overall complexity. Another interesting aspect missing in
the case of the Kernel SHAP approach is that CCLR-DL can determine when it has enough variables
by evaluating whether the improvement with the addition of a new predictor is significantly better
than the SINGLE model. While this behavior is conservative, the algorithm allows some flexibility to
assess whether the addition of three unimproving variables could impact the model. Thus, the number
of variables to choose does not rely on expertise or pre-selected thresholds.

The GC phase, the second step of the feature selection procedure, serves a dual purpose. On one
hand, it is used to refute and refine the subset of predictors selected by the lagged MLR model using
the lag value found. On the other hand, once these predictors are refined, a study is conducted for
each one to determine the optimal lag value. This step not only allows us to refute the model but also
refines it, providing information and explainability. All predictors exhibit an optimal period close
to 14, 21, and 28 days, reflecting a weekly periodicity. While a clear explanation for this temporal
relationship is lacking, it could be related to the scheduling of physician visits for patients (which
might occur weekly). Whether using the subset of variables selected by the Kernel SHAP methodology
or randomly selecting an equal number of predictors, none meets the G-causality. 17% of randomly
selected variables and 40% of Kernel SHAP variables do not surpass the threshold and therefore
do not contribute to the prediction. Our model not only refutes all predictors but also achieves a
100% GC relationship between all variables in the model: all variables, both target and predictors, are
significantly correlated with each other in the G-causal matrix for the computed lag.
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When focusing on the predictors selected by CCLR-DL, most have been related or are easily
associable as causes, symptoms, or consequences of the target variable, "J00: Acute nasopharyngitis
[common cold]" Some of these predictors (defined in Table 4), such as "L22: Diaper dermatitis", "H73:
Other disorders of tympanic membrane" or "T69: Other effects of reduced temperature" could refer to variables
describing a population cohort. These variables are often linked to consultations for the pediatric
population, a cohort that can be easily related to diagnoses of the common cold. On the other hand,
variables like "J11: Influenza, virus not identified", "J15: Bacterial pneumonia, not elsewhere classified", "J21:
Acute bronchiolitis" and "J96: Respiratory failure, not elsewhere classified" may refer to potential causes
of nasopharyngitis, such as viral or bacterial infections, from the same chapter as the target variable.
Finally, variables like "R09: Other symptoms and signs involving the circulatory and respiratory systems",
"R50: Fever of other and unknown origin" and "R56: Convulsions, not elsewhere classified" might refer
to symptoms or consequences of the disease. All these relationships should be further validated in
subsequent studies. The predictors selected with the Kernel SHAP methodology have a more diffuse
relationship. Only one of the predictors is found in both subsets ("B34: Viral infection of unspecified
site"). The rest of the predictors are: J02, A01, A08, A07, A23, A02, A22, A15, A17, A20, A05. This
overrepresentation of variables from the chapter "Chapter I. Certain infectious and parasitic diseases"
could indicate a malfunction of the method.

Table 4. Predictors selection by CCLR-DL framework for the higher incidence ICD-10 code J00.

Lag Code Description

14 B34 Viral infection of unspecified site.
21 L22 Diaper [napkin] dermatitis.
14 H73 Other disorders of tympanic membrane.
14 T69 Other effects of reduced temperature.
15 J11 Influenza, virus not identified.
15 J15 Bacterial pneumonia, not elsewhere classified.
28 J21 Acute bronchiolitis.
15 J96 Respiratory failure, not elsewhere classified.
15 R09 Other symptoms and signs involving the circulatory and respiratory systems.
14 R50 Fever of other and unknown origin.
15 R56 Convulsions, not elsewhere classified.

5.2. Implications of Forecasting Results

The forecasting phase aims to determine the best Deep Learning architecture for predicting
clinical demand associated with diagnostics. The various architectures have parameterizations that
have been optimized using a grid search. Different algorithms have been evaluated based on the
parameters: length of observation periods for prediction (look-back) and number of time steps to
predict (forecast range). To achieve this, the results of different architectures are compared in terms of
forecasting accuracy and, at the same time, validate the feature selection strategy by comparing it with
other selection methods. Different architectures have been evaluated using all diagnoses (1,846), an
univariate single model, our model, random variable selection (same number of variables as CCLR-DL
to avoid dimension effect), and Kernel SHAP for specific parameterizations.

Within a one-week horizon, best results are obtained by using an univariate single model that
relies solely on the target variable as a demand predictor. These results demonstrate that clinical visits
have a very strong seasonal component with correlated close values. In this context, the application of a
feature selection method can be counterproductive as it increases noise and diminishes the importance
of the target sequence as a predictor. Conversely, a one-week horizon may prove insufficient for
demand prediction, emphasizing the importance of extending forecast periods whenever feasible.
Typically, as the forecast range expands, errors tend to stabilize or decrease, as depicted in Figure A1.
In such scenarios, with extended forecast ranges, the CCLR-DL methodology surpasses univariate
single models, as future values are likely to be influenced more by external factors and less by previous
values of the target time series.
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The average improvement of a single model versus our proposal, measured by RMSE, is 19.8%.
CCLR-DL is 60.1% better than not using any feature selection technique and 51.9% than randomly
selecting predictors. When the goal of the experimentation is to forecast a number of time steps beyond
7 days and up to 182 (including the 30 used in the predefined lag parameter) CCLR-DL achieves better
results than all other approaches. Results suggest that for predicting near-future values, the target
sequence plays an important role; but this could be of low relevance for health resources management.
However, as we extend the forecasting horizon, the algorithm can add features that significantly
improve results, incorporating nonlinear information that has a positive impact on accuracy. Since
CCLR-DL obtains the best results when predicting a number of time steps equal to the predefined
lag demonstrates the suitability of the approach as a hybrid forecasting method that uses only one
parameter to select and predict time-series data.

Increasing the number of time steps fitted for prediction does not result in improvement for any
of the architectures or feature subsets used, contrary to what might be expected. If the goal is to
predict less than a week’s timesteps all experiments yield similar results. When predicting longer time
periods, using 30, 60, 90, or 180 timesteps produces analogous results, while using 365 leads to worse
outcomes. Regarding the forecast_range parameter, as seeking to predict more time steps, the error
gradually increases, as expected. It is interesting to note that the error stabilizes and even decreases
when attempting to predict 365-time steps for look_back times less than 365.

If focusing on the comparison of architectures used, in most experiments, the best results are
obtained by simpler RNN methodologies like GRU, LSTM, and BiLSTM. In the experiments to refine
the parameters of the forecasting layer, only the three best architectures and feature selection methods
have been used. The methodology with better results for each experiment highly depends on the subset
of variables used. For those subsets with better results (single, Kernel SHAP, and our methodology)
BiLSTM obtains the best results. These are likely since this architecture performs well in detecting
non-linear trends in time series, beyond the linear behavior inherent in the variables. The use of
two RNNs to capture the forward and backward signals improves the results compared to other
architectures. In the future, it could be interesting to explore others based on BiLSTM that have shown
promising performance, such as the BiLSTM-CNN[49]. Another interesting experiment would be to
over-represent the target sequence in the prediction set when predicting a few time steps, a moment
when more importance should be given to the values of the target time series as predictors.

5.3. General Aplicability of the Model

The methodology proposed in this study aims to improve the prediction of variables in large
temporal databases without prior knowledge of the underlying relationship between them. The
method allows the enhancement of variable prediction while increasing the interpretability of the
model through the selection of a subset of features that improve prediction for a time lag. This is
made possible through a hybrid model that uses conventional statistical models such as multivariate
regression and GC to select predictors and benefits from new DL-based prediction architectures to
improve forecasting. To verify the effectiveness of the model, the study focused on hospital demand
for visits linked to diagnoses, taking the diagnosis "J00: Acute nasopharyngitis [common cold]" (the code
with the most visits during the study period from 2010 to 2020) as the study objective. These results
are not only found in the case of the J00 diagnosis but are also repeated in the two other most coded
diagnoses in the database.

The results presented in this article demonstrate that for a predefined forecasting period exceeding
7 days, our methodology is effective in selecting a subset of predictor variables that GC the target
variable, improving accuracy in forecasting using a BiLSTM-based RNN architecture. For predictions
within a one-week horizon, it is more effective to use only previous values of the target time series
as predictors. The features selected by the model have a clear relationship with the diagnosis, as
they belong to the same chapter of the International Classification of Diseases (ICD) or could be
causes, symptoms, or related effects such as viral infections or symptoms previously associated with
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the patient cohort. The fact that not all the experimented target variables are epidemiological (e.g.,
"M54: Dorsalgia," "T14: Injury of unspecified body region") demonstrates that the way the population
interacts with the healthcare system for specific reasons follows seasonal patterns and can be predicted,
even if they are not population transmitted diseases. This behavior suggests that a minimum number
of visits related to the diagnosis is required for prediction. Therefore, for less frequent diagnoses, not
explored in this work, it is more challenging to identify correlations or find dependencies between
past and future values. During holidays, specific months of the year, as well as days of the week,
the population follows interaction patterns with the Catalan healthcare system. This indicates that
utilizing these variables, which have a clear impact on time series, such as the month of the year,
holidays, or days of the week, would help improve predictions and achieve lower accuracy. Obtaining
accurate forecastings of clinical demand can represent a significant improvement for public healthcare
systems, as it could help redistribute specialized resources based on healthcare demand and prepare
for disruptions in the system in severe cases such as COVID-19, thus contributing to resource savings;
the proposed methodology is capable of predicting real-time series in high-dimensional databases, in
this case, clinical demand, using a time lag. Since different models can be obtained with different time
lags, healthcare managers could take advantage and use the model that best fits their needs. Moreover,
this methodology not only identifies predictors and achieves good forecasting results, surpassing
other proposals but also enhances the understanding of the database context and interpretability
by determining the optimal time interval for correlation between predictors and the target variable.
CCLR-DL is easily adaptable to any high-dimensional temporal database without prior knowledge of
the database context.

6. Conclusions

This paper proposes CCLR-DL, a novel hybrid methodology that integrates a lagged MLR model
and Granger causality for predictor selection alongside RNN models to forecast multivariate high-
dimensional time-series datasets without prior knowledge of variables importance and relations. By
using a lagged MLR and Granger causality, CCLR-DL selects and refines the best set of predictors for a
target time series with a predefined lag. This not only improves forecasting in the deep learning (DL)
phase but also enhances explainability by identifying the optimal time difference between predictors
and the target variable. The lagged MLR phase is useful for revealing the linear part of the time series,
while the DL step allows modeling the nonlinear behavior; according to the experimental results,
single-variable models perform better for up to a week predictions, but CCLR-DL achieves superior
results than models using a single variable, all variables, or a standard feature selection method such
as SHAP for predicting values beyond a week, offering superior performance and interpretability
without additional parameters beyond the forecasting horizon, thereby reducing the expertise required
by the user. Forecasting demand beyond a week seems a more promising supportive outcome for
healthcare managers. Among all implemented DL architectures, BiLSTM emerges as the best-proposed
model, followed by simple RNN models such as GRU and LSTM. The experiments conducted in this
article utilize real-world data from the public Catalan healthcare system and demonstrate that clinical
visit demand associated with diagnostics can be forecasted with considerable accuracy, even if these
are not epidemiological, opening up promising avenues for further investigation.

Future research should focus on exploring the algorithm’s potential to forecast less common diag-
noses characterized by more erratic behaviors, presenting greater forecasting challenges. Regarding
the current approach, the MLR model is defined using a lag value of 30, yet during the forecasting
phase, various forecast ranges beyond 30 are evaluated. Remarkably, the CCLR-DL model outper-
forms others in predicting outcomes from 30 days ahead. These findings demonstrate the model’s
efficacy. Further research is necessary to explore the methodology’s complete potential. Additionally,
analyzing different lag values based on Granger causality analysis presents an intriguing avenue for
research, challenging machine learning methods to effectively handle time series of varying lengths
simultaneously.
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Appendix A. Notation

M Time series dataset
D Set of diagnoses
di ∈ D Single diagnosis
dg ∈ D Target diagnosis
N Number of diagnoses (=|D|)
T Set time stamps
ti ∈ T Time point
L Number of time points (=|T|)

∆ Selected diagnoses from collinearity analysis
δi ∈ ∆ Selected diagnosis in ∆
P Selected diagnoses from Lagged MLR (predictors)
p Number of predictors in the lagged model (=|P|)
A Selected diagnoses from GC (GC predictors)

τ Slag variable for Lagged MLR (feature selection)
θ Causality lag
θi,g Best lag for predictor dj regarding dg

k Look back for forecasting
f Forecast range
Xp,k Batch input for DL
Yf Forecasting of DL

Appendix B. Results Other Diagnoses

This appendix section aims to demonstrate the results of the algorithm with other diagnoses that
have a significant incidence in the population. Specifically, the diagnoses used are "M54: Dorsalgia"
and "T14: Injury of the unspecified body region." These diagnoses, along with the diagnosis "J00,"
represent the top three diagnoses with the highest incidence in Primary Care from 2010 to 2020. It is
important to note that these diagnoses do not have an epidemiological nature, and therefore, their
prediction would be more related to the population’s behavior with the healthcare system and other
predictors than to the effect of the time series itself in forecasting.

Tables below describe the selected predictors for each diagnosis and the results of the best
architecture of the DL layer, along with a comparison with other predictor subsets and forecast and
lookback ranges.
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Table A1. Predictors selection by CCLR-DL framework for the 2 higher incidence ICD-10 codes).

Lag Code Description

- M54 Sciatica
14 A60 Anogenital herpesviral [herpes simplex] infection
14 S43 Dislocation, sprain and strain of joints and liga-

ments of shoulder girdle
21 K59 Other functional intestinal disorders
14 G50 Disorders of trigeminal nerve
14 S82 Fracture of lower leg, including ankle
14 N12 Tubulo-interstitial nephritis, not specified as acute

or chronic
14 I63 Cerebral infarction
21 R31 Unspecified haematuria
21 I26 Pulmonary embolism
21 K29 Gastritis and duodenitis
21 Z33 Pregnant state, incidential
21 K20 Oesophagitis
- T14 Injury of unspecified body region
35 Y04 Assault by bodily force
38 R33 Retention of urine
35 L90 Atrophic disorders of skin
35 H15 Disorders of sclera
38 K12 Stomatitis and related lesions
35 N17 Acute renal failure
35 P38 Omphalitis of newborn with or without mild haem-

orrhage
38 Q67 Congenital musculoskeletal deformities of head,

face, spine and chest

Figure A1. Best DL architecture forecasting results for the 2 higher incidence ICD-10 codes (other than
J00). (Top) CCLR-DL obtains best results for M54 code and GRU architecture. (Bottom) CCLR-DL
obtains best results for T14 code and LSTM architecture.
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