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Abstract: Seeds can maintain their quality for a limited time; after that, they will lose their germination ability
and vigor. Some physiological and physicochemical changes in the structure of the seeds during storage can
decrease the quality of the seeds which is known as aging. Therefore, detection of the strong young seeds from
the old ones is a vital issue in the modern agriculture. Conventional methods of detection of the seed viability
and germination are destructive, time-consuming and costly. In this research, two peanut cultivars, namely
North Carolina 2 (NC-2) and Florispan were selected and three artificial aging levels were induced to them.
Hyperspectral images (HSI) of the samples were acquired and the seed viability was evaluated using two pre-
trained convolutional neural network (CNN) image processing models, AlexNet and VGGNet. The noise of
the reflection spectra of the samples was relatively resolved and modified by combining Preprocessing
techniques of moving average (MA) and standard normal variate (SNV). Using principal component analysis
(PCA), the dimensions were declined and three principal components (PC) were extracted. These PCs were
then used as variables in the classification of support vector machine (SVM) and linear discriminant analysis
(LDA). The results showed the high capability of CNN architectures such as AlexNet and VGGNet in detection
of the seed viability based on the HIS with no pre-processing and feature extraction. The mentioned
architectures reached the accuracy of 0.985 and 0.986, respectively. The combination of feature extraction
method of PCA with LDA and SVM classifiers showed that the use of a limited number of PCs instead of all
wavelengths can decrease the complexity of modeling, while enhancing the efficiency of the models such that
LDA and SVM classifiers achieved the accuracy of 0.983 and 0.986 in classification of peanut sees, respectively.

Keywords: convolutional neural network; seed viability; principal component analysis; outlier;
support vector machine; linear discriminant analysis

1. Introduction

The quality of the seed is one of the major factors in a desirable cultivation. The seeds should
have the germination capability and possess the physiological traits required for rapid germination
and proper seedling establishment. The germination and vigor are two prominent properties of the
physiological quality [1]. Seeds can maintain their quality for a limited period of time, after which
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they will lose their germination ability and vigor [2]. During storage, the physiological and
physicochemical alterations in the seed structure can decrease its quality which is also known as seed
aging including chemical seed deterioration [3]. The viability of the seeds deteriorates during long-
term storage due to the changes in the lipid peroxidation [4]. Low seed viability can decrement the
crop yield through two approaches: lower than expected percentage of the grown seedlings which
may result in low density of the vegetation [5] and lower growth rate and uniformity of the plants
compared to those grown from the robust seeds [6]. Therefore, determination of the highly vigorous
and young seeds from the old ones has become a vital issue in modern agriculture [7].

The traditional methods of evaluation of seed germination and aging are based on color and
aroma indicators or through standard laboratory tests such as standard germination, accelerated
aging test, electrical conductivity test, seedling growth test, cold test, and tetrazolium [8,9]. Despite
their high precision, these methods are not practical on a commercial scale as they are usually non-
automatic, time-consuming, and destructive and/or require specialized training and experience [10-
12]. Therefore, in recent years, researchers have been searching for non-destructive screening
methods with high throughput for the seed industry to increase the yield of the product through
using high-vigor seeds [11].

Extensive advances in machine vision technology and equipment in the last decade have
enhanced their ability to acquire high-resolution images. Using chemometrics techniques, it is
possible to extract qualitative indicators of chemical components of agricultural products from
images acquired by machine vision equipment [13]. Machine vision tools are non-destructive as they
do not have direct contact with the surface of the samples. On the other hand, they can quickly image
the sample, making them suitable for monitoring agricultural products on a large scale [14,15].
Hyperspectral imaging (HSI) is one of the new non-destructive methods based on machine vision
which combines the capabilities of spectral and digital imaging technology [16]. This method is
capable of simultaneously acquiring spectral and image information of the sample, which is the main
advantage of HSI over traditional near-infrared (NIR) technology which can only collect spectral data
[17]. Therefore, the HSI system creates a "hypercube" (3D) dataset consisting of two spatial
dimensions and one spectral dimension [18]. The digital image information represents the size, shape,
defects, and other external characteristics of the sample. While the spectral information
simultaneously shows the difference in the internal physical structure and chemical composition of
the sample [19]. Using HSI technology, it is possible to acquire the spectrum of each pixel and the
image of each band. The integration of these capabilities leads to the representation of structural
features and spatial distribution of detected objects [20]. The main disadvantage of HSI technology is
the requirement of a new calibration model for each seed and cultivar, and the calibration models
must be developed based on large datasets that include different orchards, seasons, cropping systems
[15]. Analyzing such large datasets by traditional analysis methods is time-consuming and somewhat
imprecise; thus, researchers have recently used new artificial intelligence methods to analyze HSI
data [21]. Recently, deep learning (DL) models have gained significant popularity in the analysis of
HSI data. Thanks to their high accuracy and modeling speed and the ability to analyze a large amount
of data, these data have been successfully used to identify different seeds [22,23]. Unlike the
conventional modeling paradigm, DL adopts a hierarchical structure similar to the human brain,
where DL automatically learns lower-level features layer by layer to form abstract higher-level
features to discover a distributed representation of data [24]. Convolutional neural network (CNN)
is a type of neural network usually used for learning visual datasets (such as images and photos).
Conceptually, these networks are simple like neural networks, that is, they use feedforward and back
propagation of error phases. These networks are classified in the category of deep learning due to
their high number of layers [25]. A CNN is a deep learning algorithm capable of receiving an image
input. It assigns significance (learnable weights and biases) to different aspects or objects in the image
to finally distinguish one from the other. The required pre-processing of a convolutional network is
far less than other classification algorithms. These networks can also learn filters or features, while in
the early methods, these filters were designed and engineered manually [26]. A deep CNN model
includes a limited set of processing layers that can learn different features of input data (such as an
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image) with multiple levels of abstraction. The initial layers learn and extract high-level features (with
lower abstraction) such as image edges and noises, while deeper layers learn and extract low-level
features (with higher abstraction) [27]. The use of HSI combined with CNN has been recently
investigated for the classification of different types of agricultural products, which can be mentioned
as: the diagnosis of seed viability of waxy corn [2], the possibility of identification of Sophora japonica
seed viability [4], identification of hybrid okra seeds [21], identification of Fritillaria thunbergii
cultivars [28], identification of soybean seeds with high oil content [29], corn seed classification [30]
and identification of sweet corn seed cultivars [31].

One of the main advantages of CNNs is their ability to generalize to new datasets which
promotes the robustness of the model to detect intra-class variability. A CNN also enjoys the ability
to extract patterns and recognize trends from a complex or imprecise data set, which subsequently
provides more robustness in image classification [32].

In this research, two peanut cultivars were selected and three levels of artificial aging were
induced to them. The HSI data of the samples were obtained and the viability of the seeds was
evaluated using two pre-trained CNN image processing models: AlexNet and VGGNet. The
classification results of CNN models were also compared with traditional machine learning models
of support vector machine (SVM) and linear discriminant analysis (LDA) based on reflection spectra.

2. Materials and Methods

2.1. Seed selection and accelerated aging treatment

Two peanut seed cultivars of North Carolina 2 (NC-2) and Flora Spanish were selected as they
are suitable for hot climates and are common cultivars cultivated in the north of Iran. To achieve the
conditions of survival and proper vigor, the desired samples were selected from the product of the
last cropping season and stored at optimal storage conditions (20 °C and relative humidity of 30%)
for 6 months from the harvest time to the growing season [33]. To eliminate the influence of unwanted
factors on the results, the geometric dimensions and mass of the samples were carefully measured to
include samples with similar conditions. An incubator at 50 °C and a relative humidity of 85% was
used for artificial aging induction. Three-hundred samples of each cultivar were placed in the
incubator. The samples were withdrawn from the incubator in 100-member groups with a time
interval of 24 hours [34]. In this way, three different aging periods were formed for each peanut
cultivar.

2.2. Acquisition of hyperspectral images of samples

Hyperspectral images of peanut seed samples were obtained using a rotational imaging test
platform (FSR, Optical Physics Technologists, Tehran, Iran). The system includes of a horizontal
motor, a computer, an image acquisition software, and a camera with a charge-coupled device (CCD)
lens. Acquired images included 140 spatial profiles in wavelength range of 400 to 1100 nm with a
spectral resolution of 5 nm. The parameters of the hyperspectral imaging system are as follows: To
avoid ambient light, the camera was placed in a box equipped with 2 bright halogen lamps (20 W).
In order for the peanut seed to be completely in the field of view of the camera lens, the distance
between the sample and the system lens was set at 100 cm; while two light sources with an intensity
of 20 W (tungsten halogen lamp) were installed in the box at relative angle of 45 ° to prevent
shadows. Figure 1 shows the images acquired by conventional and hyperspectral cameras.
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Figure 1. Normal and hyperspectral representation of peanut samples.

2.3. Standard germination test

Standard germination test was used to ensure the effect of accelerated aging on seed viability
and vigor. To this end, the samples of each treatment were placed between moist papers and placed
in the germinator at a constant temperature of 25 °C to experience the germination conditions for 10
days. To prevent fungal infections, the test containers and peanut seeds were disinfected with 15%
hypochlorite and 1% mercury chloride, respectively [35]. From the fifth to the tenth day, normal and
abnormal seedlings were identified and counted according to the guidelines of the International Seed
Testing Association (ISTA). On the tenth day, the seedlings were placed in a dryer at a temperature
of 60 °C for 24 hours [36]. The weight and length of seedlings and roots were measured with a scale
at a precision of 0.001 g and a caliper with a precision of 0.01 mm, respectively. Finally, the seed
germination indices were calculated for the seed group of each treatment based on their counts and
measurements. The indicators are: germination energy (GE), mean daily germination (MDG),
germination value (GV), daily germination speed (DGS) and germination vigor (GVI). Allometric
coefficient (AC) was also calculated for each seed. The equations used to calculate seed germination
indices are presented in Table 1.

Table 1. Equations used to calculate the indices.

The studied index Equation References
s MCGP
Germination Energy GE = N X 100 [36]
Germination Value GV = MDG x PV [35]
GVI
Germination Vigour —GP x Mean(PL + PR) [37]
A
Allometric Coefficien AC = PR [38]
Daily Germination
=— 39
Speed bGsS MDG [59]
Mean Daily GP
= 4
Germination MDG T [40]

Where MCGP is the maximum percentage of cumulative germination, N is total number of seeds
sown, ti is the number of days after the start of germination, GP is percentage of germination final
yield, T is length of germination period (days), SEW is seedling wet weight (grams), SDW is seedling
dry weight (grams), PL is seedling length (centimeters), PR: Root length (centimeters).

2.4. Preprocessing of Vis/NIR reflection spectra

The changes in the spectra of the samples could be due to the chemical and structural properties
of the crops; however, spectral curves may be influenced by unwanted factors; i.e. noises. Factors
such as stray light, detector noise, changes in the intensity of the ambient light, and temperature
variation of the detector, can result in unwanted alterations on the spectral curves [41]. Therefore,
spectral pre-processing is the first step in the analysis of these data to eliminate the unwanted factors
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and further highlight the fine differences between the spectral curves of the samples [42]. Curve
smoothing and elimination of the light scattering (normalization) are two common methods in
preprocessing the spectra. The purpose of smoothing is to improve the signal-to-noise ratio. Here,
the moving average method was adopted to eliminate the random noise and smooth the curves.
Using this method, slight and periodic peaks are eliminated, resulting in smoother curves [43,44]. In
the second step, standard normal variant (SNV) was used to eliminate the light scattering-induced
noise. With the help of this method, the cumulative-increasing effect of light, physical-induced
deviation (non-uniform distribution throughout the spectrum, improper sample size, and light
refractive index), as well as the changes in the light distance can be resolved. This method further
approaches the spectra and highlights their differences [45,46]. The Unscrambler 10.4 was employed
for pre-processing of the spectral data. The main and pre-processed spectra of the peanut seeds are
depicted in Figure 2.
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Figure 2. Vis/NIR spectra of a) raw sample, b) MA+SNV-preprocessed spectrum.

2.5. Architecture of CNN for classification of HSI images

In the convolution process, a filter/kernel is placed on the input image to achieve a filtered
output that includes its main features. The kernel is used in the convolution process to extract the
image features. Kernel is a matrix that moves like a window on the input image matrix. Every time it
moves, the value of this matrix is multiplied by the input matrix to finally get the desired output [47].

2.5.1. AlexNet architecture

AlexNet is a deep convolutional neural network designed to identify and classify colored images
with a size of 224x224x3. In general, this neural network possesses 62 million learning parameters
and 11 layers as depicted in Figure 3 [48].

227
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Figure 3. The general structure of the AlexNet network [49].


https://doi.org/10.20944/preprints202311.1595.v1

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 27 November 2023 doi:10.20944/preprints202311.1595.v1

The AlexNet network consists of three types of different layer structures, including convolution
layers, pooling layers, and fully connected layers. The convolution layer encompasses a number of
filters or kernels, each filter has the duty of extracting certain features from different areas of the
image. The first convolutional layer is often used to reduce and eliminate noise, i.e. some pre-
processing methods. The subsequent convolutional layers extract the features of the image and check
the correlation between different features to provide a feature map. The pooling layer reduces the
size of feature maps, which declines the number of learning parameters and the extent of network
calculations [50]. The pooling layer summarizes the features of each region of the feature map
produced by the convolution layer. In fact, it selects the most important ones and transfers them to
the next stage. This makes the model more robustness against changes in the position of the features
in the input image. By reducing the size of the input image and summarizing the main and important
features in the image, the pooling layer decrements the network computations and the problem of
overfitting [51]. The fully connected layers are the last layers of a classification CNN. One of the main
uses of the fully connected layer in the convolutional network is its application as a classifier. The set
of features extracted by the convolutional layers will finally become a vector. Ultimately, this feature
vector is given to a fully connected classifier to identify the correct class [52].

2.5.2. VGG architecture

As shown in Figure 4, the VGG network includes 13 convolutional layers or 13 parameter layers.
The arrangement of the layers is presented in Figure 4. This network is best known for its pyramid-
like form, where layers closer to the image are wider, while those further away are deeper [53].
Convolution layers in this network use small filters (3x3, the smallest possible size for the filter) and
also take into account the surrounding pixels. It also has convolutional layers with 1x1 filters,
followed by a ReLU activation function [54]. Instead of using the large size filters used (in AlexNet)
such as 11x11 or 7x7, In VGGNet utilizes small size filters. This enables the network to have more
layers, further improving the network performance. Moreover, VGGNet has less parameters
compared to Alexnet. In VGGNet, the number of parameters is 27 times the number of filters, while
in AlexNet, this value is 49 times [55]. Furthermore, VGGNet uses 1x1 convolution, which is not
present in AlexNet. This network uses 1x1 convolution to increase the nonlinearity of the decision
function, but at the same time it does not change the number of filters; That is, the number of filters
in the input and output of this convolution is equal [56]. The main drawback of this architecture is
that it is very slow and time-consuming if you want to train it from scratch [57]. In this research,
WekaDeeplearning4j package have been employed in Weka 3.8.6 software to implement
convolutional neural network architectures [58].

224x224x3 224x224x64

@ convolution+ReLU

@ max pooling
Eﬁ fully connected+Rel.U

() softmax

Figure 4. VGG network architecture [56].
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2.6. Machine learning techniques for analyzing reflection spectra

2.6.1. Principal component analysis (PCA)

PCA is a transformation in vector space, enabling the analysis of large datasets with a large
number of dimensions or features such as spectral data. It also provides the possibility of increasing
the interpretability of data by preserving the maximum amount of information and visualizing
multidimensional data [59]. PCA is indeed a statistical technique to decline the dimensions of a
dataset by linear transformation of the data into a new coordinate system, such that the most variance
in the data can be described with smaller dimensions than the original data [60]. In this approach, a
linear combination of the initial variables with the highest correlation are used to form a new axis
known as principal components (PC). The aim of each PC is to maximize the variance of the data to
extract the maximum useful information. PCs are made with no correlation with each other [42]. The
first two PCs usually contain the most variance of the data. The data of the same category can be
clustered by drawing the data in a two-dimensional graph resulting from these PCs [16]. In this
method, the matrix of primary variables (X) is divided into two new matrices called scores and
loadings. The scores assigned to each sample in PCs identify the pattern of changes in the data. On
the other hand, the weight of the main variables in the structure of PCs is determined using loadings.
In this way, signs appear that determine which variables play an important role in the process of data
changes [61].

2.6.2. Linear discriminant analysis (LDA)

LDA aims to find a linear separator between classes of objects and use this decision function to
assign class membership to unknown samples. Other more complex decision levels (e.g., detecting
nonlinear behaviors in quadratic discriminant analysis) also exist which require more parameters to
be set [61]. LDA combined to PCA is known as a dimensionality reduction tool. However, in LDA,
new axes are formed to maximize the separation of classes [59]. This is achieved by maximizing the
distance between the average values of each class while minimizing the dispersion of the dataset in
each class. Then the data are mapped to the new axis with a lower dimension [62]. However, LDA
should not be used for matrices with more variables than the number of samples, especially in the
presence of correlated variables. To resolve this limitation, LDA can be applied to the score matrix (t)
obtained after applying PCA while keeping all non-zero principal components [63]. Due to the
stability of LDA, it has been widely used to classify agricultural and food products based on
hyperspectral data. In most of the studies on the use of LDA for classification by hyperspectral
imaging, the average classification precision was reported to be more than 90%, suggesting the
stability of the classifier [64,65].

2.6.3. Support vector machine (SVM)

SVM aims to obtain optimal hyperplane (points separating one class from others) through
selecting items that cross the largest possible gaps between points of different classes. Then, the new
points are classified into a special class depending on the surfaces they fall on. The process of creating
an optimal hyperplane reduces the generalization error and thus the chance of overfitting [66]. SVM
is specifically effective when dealing with high-dimensional spaces that require learning from
multiple features in the problem. SVM is also effective in the cases with relatively small data, that is,
a high-dimensional space with few sample points [62]. Moreover, SVM requires lower memory as a
subset of points is used only to represent boundary surfaces. However, SVM models involve
intensive computations during model training [67]. SVM-based machine learning techniques have
been mostly used in the classification of different food products, agricultural products, disease
detection, adulteration, seed viability, and quantification of chemical compounds in agricultural
materials [68,69]. The use of a small number of PCs obtained from the PCA method instead of a large
number of primary variables can greatly improve the classification model [70,71].
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In this research, PCA was first employed to reduce the dimensions and decline the complexity.
Then, new variables (PCs scores) were used to form methods of seed classification using LDA and
SVM. These processes were all implemented in the Unscambler 10.4 software.

2.7. Evaluation criteria of models for peanut seed classification

The statistical criteria of accuracy, precision, sensitivity, specificity, and receiver operating
characteristic (ROC) were used to evaluate the precision of peanut seed viability classification
models. Accuracy determines how close the measured value is to the true value. Precision shows the
closeness of the measurement values (implying constant error in different measurements) for
consecutive measurements. Sensitivity reveals the fraction of positive answers that are correctly
recognized; while specificity denotes the fraction of negative answers that are correctly detected. The

mentioned criteria were calculated using Egs. (1) to (4) [72]:
(True Positive 4+ True Negative)

A = 1
ceuracy (True Positive + False Negative) + (False Negative + True Negative) )
Precision = True Positive )
recision = (True Positive + False Positive) )
Sensitivity = True Positive 3
ensitvity = (True Positive + False Negative) ©)
Specificit True Negative 4
ecificity =
pectictty (False Positive + True Negative) (4)
Where in:
True Positive = the number of samples in the i-th category that were correctly recognized by the
algorithm.
False Negative = the number of samples in the i-th category that were incorrectly determined by
the algorithm.

False Positive=The number of samples outside the i-th category that were placed in the i-th
category by the algorithm.

True Negative=The number of samples outside the i-th category that were not placed in the i-th
category by the algorithm.

3. Results and Discussion

3.1. Indices of seed viability

Table 2 lists the measurement results and calculated seed viability indices for each cultivar in
three time periods. Accordingly, the accelerated aging test caused certain differences in the viability
indices of the treatments. In both cultivars, accelerated aging treatment significantly declined the
percentage of seed germination. Such that after 24 and 48 hours of incubation, the percentage of seed
germination was decreased to 70% and 50%, respectively. Moreover, other seed germination indices
significantly decreased after incubation.

Table 2. Viability indices of peanut seeds.

Simpl
... Mean .
A Germinati L. . L. Daily e
. Perio Numb Germinati Daily Germinati o o
Variety on . . Germinati vitalit
d er on Energy  Germinati on Value
percentage on Speed y
on .
index
NC-2 1 100 91 86 11.3750 250.2500 0.0879 7.0752
NC-2 2 100 69 61 8.6250 146.6250 0.1159 3.7826
NC-2 3 100 47 34 5.8750 64.6250 0.1702 0.9795
Florispa
1 100 94 92 11.7500 329.0000 0.0851 9.5836
n
Flori
omspa -, 100 72 63 9.000 153.0000 01111  4.0761

n
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Florispa
100 52 65 6.5000 84.5000 0.1538 2.0072
n

3.2. Modeling of seed viability classification based on hyperspectral images using CNN

Table 3 presents the ability of CNN architectures in determining the seeds viability using
hyperspectral images. Based on Table 3, both CNN architectures exhibited a high performance in
seed classification. However, the VGGNet architecture showed slightly better performance in seed
classification which can be attributed to the use of small sized filters rather than large ones used in
AlexNet (11x11 or 7x7). As hyperspectral images separately provide spectral data of each pixel to
CNN, small size filters can spatially track spectral changes in smaller areas and offer a more thorough
analysis of the image [73,74]. On the other hand, the pyramidal architecture of VGGNet enables
extracting the general features of the image in the initial layers; by increasing the layers, the spectral-
spatial and partial features of the image can also be extracted [75,76]. It seems that the strategy of
moving from whole to fraction for extracting image features in VGGNet architecture led to a realistic
analysis of spectral-spatial changes. Such a structure, however, has disadvantages for instance, the
execution time of VGGNet architecture is somewhat longer than AlexNet [77]. The results of this
research were consistent with other studies on the combination of hyperspectral image technology
and deep learning to identify the characteristics of agricultural products. AlexNet classifier was used
to identify papaya fruit maturity based on hyperspectral images which provided high classification
precision [78]. In another work, hyperspectral images with classifier were used to identify sorghum
cultivars which also offered high classification precision [79]. Moreover, the efficiency of VGG
classification in identifying agricultural products has been investigated in several studies which are
in line with results of this research. The CNN-based classifiers such as VGG and AlexNet were used
to determine the cultivar of peanut seeds based on the images which showed high classification
precision [80]. In another study, CNN-based classifiers such as VGG and AlexNet were employed to
classify corn seeds into specific classes, whose results indicated that this type of classifiers combined
with spectral images had a high ability to identify the seed classes [30].

Table 3. Results of CNN architecture for determination of the seed age.

Network Accuracy Precision Sensitivity Specificity ROC Execution
architecture Area time

AlexNet 0.985 0.955 0.954 0.991 0.992 2153 (s)

VGGNet 0.986 0.959 0.958 0.992 0.981 2356 (s)

Figures 5 and 6 respectively depicts the confusion matrix of AlexNet and VGGNet architectures
to offer a comparison between the best and worst classifiers in each treatment. Accordingly, the most
incorrect detections were for the determination of the seed cultivar; while the seeds were placed in
relatively correct viability classes. Another important point is the better performance of the AlexNet
architecture in correct determination of the NC-2 cultivar; while the VGGNet architecture presented
better performance in the detection of the Florispan cultivar.

Treatment Number a b c d e f True positive rate

a: NC-2- Period 1 40 40 0 0 0 0 0 100%

b: Florispan- Period 1 40 2 38 0 0 0 0 95%

c: NC-2- Period 2 40 0 0 39 1 0 0 97.5%

d: Florispan- Period 2 40 0 0 2 37 1 0 92.5%

e: NC-2- Period 3 40 0 0 0 2 37 1 92.5%

f: Florispan- Period 3 40 0 0 0 0 2 38 95%

False positive rate 1% 0% 1% 15% 15% 0.5%

Figure 5. confusion matrix for AlexNet architecture.

doi:10.20944/preprints202311.1595.v1
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Treatment Number a c d e f  True positive rate

a: NC-2- Period 1 40 39 1 0 0 0 97.5%

b: Florispan- Period 1 40 1 39 0 0 0 0 97.5%

c: NC-2- Period 2 40 0 2 37 1 0 0 92.5%

d: Florispan- Period 2 40 0 0 2 38 0 0 95%

e: NC-2- Period 3 40 0 0 0 0 38 2 95%

f: Florispan- Period 3 40 0 0 0 0 1 39 97.5%

False positive rate 05% 15% 1% 0.5% 0.5% 1%

Figure 6. confusion matrix for VGGNet architecture.

3.3. PC results

Identification of outliers is a significant and prerequisite step in modeling high-dimensional data
(spectral data). By scrutinizing investigation the outlier data, it is possible to decide whether such
data will have a negative effect on the performance and accuracy of the model or not, and thus a rule
is established to remove them [81]. The outliers are generally observations which do not follow the
overall distribution of the data. For two reasons, data may be considered outliers: those that are not
well described by the model and have a high residual and data with too much impact on the model
including several components to describe that (For two reasons, data may be considered outliers.
Data that is not well described by the model and has a high residual; Data that affects the model too
much and several components may be included in the model to describe it alone [7]. PCA is a
common technique that has been used in several studies to identify outlier data. Leverages-residuals
diagram is a powerful tool to identify outliers in PCA [82]. Figure 7 shows the configuration of
outliers in the leverage-residual diagram for several pre-processing methods. Table 4 also lists the
number of identified outliers and their position in the leverage-residual diagram for different pre-
processing methods.
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Figure 7. Leverage-residual diagram for PC1 and PC2.

Table 4. Outliers detected based on pre-processing method.

Pre-processing method

Statistical criteria Raw MA MA+SNV
PC1 PC2 PCl1 PC2 PC1 PC2
F-Residuals 13 4 12 3 2 2
Hotelling'sT? 1 7 1 7 1 1
both 0 3 0 3 0 0

F-Residuals: describe the sample distance to model; Hotelling’sT% describe how well the sample is described

by the model.; Both: Samples located in both critical areas.

Samples with high residual variance, i.e. in the upper regions of the graph, are poorly described
by the model. As long as samples with high residual variance are not influential (Samples with low
Hotelling's T?), keeping them in the model may not be problematic (for example, high residual
variance may be due to non-significant regions of a spectrum) [83]. But samples with high
Hotelling'sT? are better to be removed from the model because even if they have a low residual, the
model may be too influenced by them. In such a case, a component may be exclusively included in
the model to describe one sample, thus deviating the model from the appropriate path to describe
other samples. A sample with high residual variance and high Hotelling's T2 is the most dangerous
outlier; because it is not only poorly described by the model but it is also influential. Such samples
may include several components on their own. Therefore, such samples must be removed from the
model [84]. According to Table 4, the number of residual samples in PC1 is more than PC2 and the
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capacity of PC2 was used to describe these samples. Therefore, elimination of such samples with
negligible count can result in a situation in which the capacity of PCs is dedicated to describing a
larger set of data rather than describing a few samples, thus, the model provides better
generalizability [85]. Another interesting point in Table 4 is that MA+SNV pre-processing showed
less outliers compared to the raw data spectrum which can be due to the reduction of unimportant
areas of a spectrum and also the elimination of noise from the data.

The score curve is plotted in Figure 8 which describes the data structure in terms of sample
patterns and generally shows the differences or similarities of the sample.
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Figure 8. Data scores for the first three PCs.

Samples with close scores along a PC are similar to each other and most likely belong to the same
class. This diagram also specifies which PCs (or primary variables) play a greater role in describing
a particular sample [86]. Figure 8a is related to PC1-PC2. It is possible to easily identify the seed
classes, and in particular, the distinction between seeds with high viability in both cultivars compared
to other seeds. The samples had very close scores in the first period of viability, suggesting the similar
and uniform properties of the seeds. In the third period, however, the scores of the seeds are
somewhat different, indicating non-uniformity and variation of the properties of the seeds over time.
According to Figure 8b,c, PC2 and PC3 did not play a significant role in describing the variance of
the samples, and it is not possible to distinguish the classes based on the scores of these two PCs. The
interesting point in Figure 8 is that the first three PCs can describe 100% of the variance in the samples,
hence, these three PCs will be applied to model seed viability using LDA and SVM methods.
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3.4. Modeling the seed viability classification based on reflection spectra using LDA and SVM

Table 5 lists the results of evaluating the ability of LDA and SVM techniques in identifying the
viability of seeds using reflection spectra. As seen, both techniques have a high performance in seed
classification. However, SVM has slightly better performance in seed classification.

Table 5. The results of seed classification based on the variables obtained from the PCA method.

Network architecture Accuracy Precision Sensitivity Specificity ROC Area
SVM-PC 0.986 0.959 0.958 0.991 0.970
LDA-PC 0.983 0.952 0.950 0.990 0.997

Figures 9 and 10 respectively depicts the confusion matrix for LDA and SVM classification, for
a clear comparison between the best and worst classifiers in each treatment. Accordingly, both the
classifiers showed a good ability to detect the seeds with the first viability (first period) such that the
worst diagnosis was related to the samples of the second period. In general, careful examination of
the figures shows no significant difference between the predictions of the two methods.

Various machine learning algorithms have been extensively utilized to classify agricultural
products based on spectroscopic data. Interestingly, the models did not reach high precision in cases
where raw spectra were used for modeling. The precision was greatly improved by adopting pre-
processing models, variable selection techniques, and variable extraction method before modeling
(prediction of corn seed viability by combining MSC+PCA+SVM methods [87], detection of
contaminated cucumber seeds by PLS-DA [88], and prediction of seed viability by PCA+SVM and
PCA+CNN [89]. This phenomenon can be assigned to the high amount of noise, excess data, and
high-correlated variables of the high-dimensional datasets which make modeling more complicated
and time consuming, hence, decrementing the ability of the model to predict new samples. The
application of spectral preprocessing followed by PCA technique can eliminate the noise and excess
data. By extracting new variables by a combination of the correlated variables, the excess data will be
eliminated, decreasing the complexity of the model while incrementing its precision.

Comparing the results of CNN classifiers with LDA and SVM showed no significant difference
between the efficiency of these models. However, the important point is that the CNN classification
does not require a separate spectral preprocessing and variable extraction. All these steps are
implemented in different layers of these classifications. Moreover, pre-trained AlexNet and VGGNet
architectures have the capability of direct application on the hyperspectral images to analyze all
points of the sample spatially and spectrally. The drawback of processing of HSI with CNN is its high
computational burden and time-consuming process compared to the analysis of reflection spectra
using LDA and SVM. Therefore, it can be concluded that the processing of hyperspectral images by
CNN is more suitable for the cases with spatially varying features such as diseases on the surface of
the fruits or detection of bruise on them. On the other hand, analysis of reflection spectra by LDA
and SVM methods best suites the cases addressing the overall feature of the sample such as prediction
of solid soluble materials, acidity, or viability of the seeds.

Treatment Number a b c d e f True positive rate

a: NC-2- Period 1 40 40 0 0 0 0 0 100%

b: Florispan- Period 1 40 2 38 0 0 0 0 95%

c: NC-2- Period 2 40 0 3 37 0 0 0 92.5%

d: Florispan- Period 2 40 0 0 1 39 0 0 97.5%

e: NC-2- Period 3 40 0 0 0 2 38 0 95%

f: Florispan- Period 3 40 0 0 0 0 2 38 95%

False positive rate 1% 15% 05% 1% 1% 0%

Figure 9. confusion matrix for SVM classifier.
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Treatment Number a b c d e f  True positive rate

a: NC-2- Period 1 40 40 O 0 0 0 100%

b: Florispan- Period 1 40 2 38 0 0 0 0 95%

c: NC-2- Period 2 40 0 2 38 0 0 0 95%

d: Florispan- Period 2 40 0 0 5 35 0 0 87.5%

e: NC-2- Period 3 40 0 0 0 1 39 0 97.5%

f: Florispan- Period 3 40 0 0 0 0 2 38 95%

False positive rate 1% 1% 25% 05% 1% 0%

Figure 10. confusion matrix for LDA classifier.

4. Conclusions

Evaluation of the seed quality is of crucial significance for the agricultural products.
Identification of the seed viability can remarkably affect the product yield. The initial method of seed
viability assessment are time consuming, costly, and destructive while lacking the generalizability to
the entire seeds. Here, a combination of hyperspectral images with CNN architecture and on the
other hand a combination of reflection spectra with LDA and SVM classification methods were used
to determine the viability of peanut seeds. The results of this research indicated the high capability
of CNN architectures such as AlexNet and CGGNet in determining the seed viability based on
hyperspectral images with no preprocessing and separate feature extraction. The accuracy of the
mentioned method was 0.985 and 0.986, respectively. Their computational time was, however, longer
than the conventional machine learning methods.

The presence of abnormal data with high distance from the general mean value of the data which
does not follow the overall trend of the data set can drastically affect the modeling process and
disrupt the model performance. Such data are known as outliers. The results of this research indicated
that PCA is a powerful method for identification of outliers. Moreover, the application of pre-
processing methods such as MA and SNV can remarkably decline the number of outliers by
smoothing and noise elimination. Therefore, the inhomogeneity due to the spectral disturbances will
be resolved such that the number of outliers declined from 14 before preprocessing to 3 after that.
Moreover, a combination of feature extraction method of PCA with LDA and SVM classifications
showed that the use of a limited number of PCs instead of all wavelengths can decrement the
complexity of modeling while enhancing the efficiency of the models. LDA and SVM classification
methods resulted in accuracy of 0.983 and 0.986 in classification of peanut seeds, respectively.
Overall, it can be concluded that the processing of hyperspectral images with CNN is appropriate for
cases with spatially variable features, for instance detection of diseases on the surface of the fruits or
bruise detection on the fruits. On the other hand, analysis of the reflection spectra by LDA and SVM
is most suitable for cases addressing the overall feature of the sample for example prediction of solid
soluble substances, acidity, or seed viability as well as online applications requiring high-speed
processing.
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