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Comments and Suggestions for Authors

This paper presents a study on the verification of the reliability of social media in the context of natural disasters (in particular, floods). The study took advantage from both manual and automatic analysis. The results of the study highlight some problems related to the coverage of geolocated tweets and the reliability of some automated image analysis tools. The topic of the paper is interesting and the problem of filtering social media streams to extract information of value for first responders is still an open issue. I think that the the paper has some value to researchers interested in designing automatic or semi-automatic systems that analyze social media streams searching for disaster-related items. However, there are some small issues that the paper should address. 
First of all, it is important to formalize the steps that were taken during the manual analysis of tweet contents: 
Thank you for the great suggestion. We added a paragraph describing the steps (copied below). 
(Line 165-175) The text analysis involves a few consecutive steps. The first and foremost step is to search for evidence information from reference documents, especially weather warning/alert messages from the National Weather Services and the state and local emergency management agencies. Events, names of damaged roads, streets, and the posted time of each tweet were manually identified (De Choudhury, Diakopoulos et al. 2012) from relevant tweets and then used as keywords to search for related information in reference documents. If no such information can be found, the topic, posted time, location of tweets can be documented for further use. The next step is to holistically assess if the documented unverified tweets have any association with other tweets based on topic, posted time, or location. Finally, news information may also be a complementary reference source if available. If evidence can be found from reference documents or enough tweets from multiple Twitter users presented facts that fit the hazard context in the relevant tweets, the studied tweets can be considered reliable. 

When is it necessary to search the information in news (by the way, this may be affected that news can appear later than in the tweet stream)? 
Thanks for the question. Yes, the usefulness of news information depends on the availability of news. So, it should be used as a complementary source but not the primary reference source. 

(Line 172-175) Finally, news information may also be a complementary reference source if available. If evidence can be found from reference documents or enough tweets from multiple Twitter users presented facts that fit the hazard context in the relevant tweets, the studied tweets can be considered reliable. 

How to search the information? 
Thanks for the question. Given the mixed nature of our reference sources, e.g., National Weather Services, state & local emergency management agencies, we primarily relied on Google search to seek out official reference sources, which were then used in the analysis.  

Looking for the exact content of the tweet plus the position? 
Searching for exact content of tweet plus the position generally returns nothing. Furthermore, different combination of words is used in different reference documents, which also posed the possibility of missing useful information. Hence, we used a combination of keywords reflecting either events, location, or time to search for related information from reference documents. 

What are the sources that one could use for news and how to select them (for instance, if the event is occurring in Colorado, how to find all local Colorado news sources?) 
The major official sources are the agencies involved in emergency management activities during a flood event, which included the National Weather Services, Colorado Division of Homeland Security & Emergency Management, Boulder County Emergency Management office. 

With regard to the geolocation issue, that is, very few tweets are geographically tagged compared to the overall number of relevant tweets, it is a known problem: https://codete.com/blog/observing-world-tweeting-tendencies-in-real-time-part-2/ The numbers provided by the authors seem in line with most observations. However, it seems to me that given the selection process (l.108) potential relevant tweets were discarded although they contained geographical information under the form of toponyms.

It would be useful to indicate how many tweets with place names were discarded over the total, and eventually to look for some examples where they would have been useful for the analysis. 

Thank you so much for this suggestion. We used those keywords (location names /incidents) to extract more non-geotagged tweets and assessed their reliability. As you suggested, this method adds another 2472 reliable tweets and 752 images. We added this section in the manuscript and copied below:

(Line 313-328) 4.3. Extracting extra tweets using verified keywords
Section 4.1 and 4.2 identified 584 reliable tweets and 60 reliable images, which accounts for 11% and 1% of 5202 geo-tagged tweets, respectively, and 0.05% and 0.01% of all 1,195,183 purchased tweets, respectively. To make better use of this data source, we selected a group of keywords/locations (e.g., Highway 36) from the verified reliable tweets discussed in section 4.1 and 4.2 and used the keywords to extract more tweets that do not possess any geo-location information. We believe doing this would yield a larger volume of relevant tweets that were discarded due to lack of geoinformation. Without geolocation, it is possible that those tweets may be sent from outside the study area, but the time frame (September 9th to 18th, 2013) and keywords (a. location names: Colorado, Boulder, etc., and b. hazard event/impacts: flooding, rain etc.) used to download those tweets from Twitter database significantly decreased this possibility. 
The keywords we put together were mostly from Table 1 and they include West of Broadway, Broadway, Arapahoe Ave, Marine St, 28th St, Colorado Ave, Boulder Creek, Highway 36/US-36, and Skunk Creek. Using these keywords, we found 2472 non-repetitive relevant and reliable tweets and 752 reliable images, which account for 0.2% and 0.06% of all 1,195,183 raw tweets, respectively. This is a big improvement than using geo-tagged tweets alone for this research workflow.  
About the tweet selection, it is not clear to me if (l.107-108) the tweets had to contain both a place name and a keyword or just one of them. 

Thank you for the comment. We added an explanation about the criteria used to extract tweets (copied below). 
(Line 127-128) Any tweet that contain either the location name or hazard event/impact was included. Any tweet that contained either the location name or hazard event/impact was included in the analysis.

l.148 how many tweets are necessary to confirm an information?
Thanks for the question. It is difficult to define a set number to confirm a piece of information and this really depends on the content of the tweets. For instance, if there is direct evidence of high flood risk for a flooded region, Boulder Creek, can be found from NOAA weather warning messages, one tweet can be considered reliable. If no such evidence can be directly found anywhere, two or more tweets will be necessary to verify a piece of information. 

l.274 can you quantify in how many cases the image detection was better than web detection (or vice versa)? 
Thank for this question. The web detection always performed better than the image detection approach because the web detection approach searched all available content on the web pertaining to the event as opposed to the image detection approach that only focused on image content. This explanation is included in the manuscript (copied below). 

(Line 312-313) Among the 34 images detected by GCV API to be relevant to 2013 Colorado flood, web detection outperformed the results from image detection, one example can be found in Figure 7.

l.307 are the 11% and 19% overlapping? 
Yes, most of the images identified by AI approach were also identified by manual approach. 

In conclusion I suggest the authors to give some more insights to some of the findings and to outline a possible workflow for the textual analysis.
[bookmark: _GoBack]Thank you for this suggestion. We added more explanation about text analysis and results. 

3.3 Analytics and techniques
(Line 160- 164) Specifically, the bag-of-words model was applied to geo-tagged tweets to extract assumed relevant tweets. The bag-of-words extraction used topic-specific search terms, top frequency words and high-frequency hashtags, to measure the relevance of a document (i.e., tweets) to the search terms and extract the assumed relevant documents. The relevance of these tweets was determined first following which their reliability was evaluated. 

(Line 165 -175) The text analysis involves a few consecutive steps. The first and foremost step is to search for evidence information from reference documents, especially weather warning/alert messages from the National Weather Services and the state and local emergency management agencies. Events, names of damaged roads, streets, and the posted time of each tweet were manually identified (De Choudhury, Diakopoulos et al. 2012) from relevant tweets and then used as keywords to search for related information in reference documents. If no such information can be found, the topic, posted time, location of tweets can be documented for further use. The next step is to holistically assess if the documented unverified tweets have any association with other tweets based on topic, posted time, or location. Finally, news information may also be a complementary reference source if available. If evidence can be found from reference documents or enough tweets from multiple Twitter users presented facts that fit the hazard context in the relevant tweets, the studied tweets can be considered reliable. 

We also updated section 4.1(Evaluation of text content) and 4.2 (Evaluation of image content). And we also added a new section 4.3 (Extracting more tweets using verified keywords) based on your previous comments. 
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